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Abstract. A new dynamic ordering is presented for the parallel one-sided block Jacobi SVD algorithm. Similarly to the two-sided variant, which has been analyzed and implemented in last 10 years, the dynamic ordering takes into account the actual status of a matrix—this time of its block columns with respect to their mutual orthogonality. Using \( p \) processors, in each parallel iteration step the \( p \) mostly inclined pairs of block columns are made orthogonal, whereby their inclination is measured by an estimation of principal angles between subspaces generated by those block columns. It is shown that principal angles can be estimated using a set of parallel Lanczos processes applied to special Wielandt-Jordan matrices. Only a limited number of iteration steps in each Lanczos process is needed for estimating a small number of smallest principal angles. Numerical experiments show that the proposed new parallel dynamic ordering can substantially decrease the number of parallel iteration steps needed for the convergence when compared to a parallel cyclic ordering. However, its more scalable implementation is desirable because currently it occupies a relatively high portion of the total parallel execution time.
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1. Background. This section contains a very brief introduction into the mathematical background behind the Singular Value Decomposition (SVD) of a matrix. Full SVD theory can be found in many excellent books, e.g. [8, 13, 24]. Afterwards, some serial algorithms for the SVD computation, other than the Jacobi method, are briefly mentioned. We concentrate on dense matrices, so some projection methods that are well-suited for sparse matrices are omitted.

In what follows, \( A^H \) denotes the Hermitian operation over the elements of matrix \( A \), i.e., their complex conjugation and transposition. Further, \( \|A\|_F \) and \( \|A\|_2 \) are the Frobenius and spectral norms of matrix \( A \), respectively.

1.1. Singular value decomposition. The SVD of a complex matrix \( A \) of size \( m \times n \), \( (m \geq n) \), is defined by

\[
A = U \Sigma V^H,
\]

where \( U \) and \( V \) are unitary matrices of orders \( m \) and \( n \), respectively, and \( \Sigma \) is an \( m \times n \) diagonal matrix. The real, nonnegative diagonal elements \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n \geq 0 \) of \( \Sigma \) are the singular values of \( A \), and the columns of \( U \) and \( V \) are the left and right singular vectors, respectively. When \( m > n \), the matrix \( \Sigma \) contains the zero block of size \((m-n)\times n\) at the bottom.

The decomposition \( A = U \Sigma V^H \) can be also written as \( AV = U \Sigma \) or \( Av_i = \sigma_i u_i \) for \( i = 1,2,\ldots,n \). The alternative way of saying the same thing is \( A^H U = V \Sigma^H \) or \( A^H u_i = \sigma_i v_i \) for
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The matrix blocks \( U_{ii} \) and \( U_{jj} \) are square of order \( n_i \) and \( n_j \), respectively, while the first, middle and last identity matrix is of order \( \Sigma_{i=1}^{l-1} n_i, \Sigma_{i=j+1}^{r} n_i \) and \( \Sigma_{s=j+1}^{r} n_s \), respectively. The orthogonal matrix

\[
U^{(k)} = \begin{pmatrix}
U_{ii}^{(k)} & U_{ij}^{(k)} \\
U_{ji}^{(k)} & U_{jj}^{(k)}
\end{pmatrix}
\]

of order \( n_i + n_j \) is called the pivot submatrix of \( U^{(k)} \) at step \( k \). During the iterative process (2.1), two index functions are defined: \( i = i(k), j = j(k) \) whereby \( 1 \leq i < j \leq r \).

At each step \( k \), the pivot pair \( (i, j) \) is chosen according to a given pivot strategy that can be identified with a function \( \mathcal{F} : \{0, 1, \ldots\} \to \mathbf{P}_r = \{(l, m) : 1 \leq l < m \leq r\} \). If \( \mathbf{O} = \{(l_1, m_1), (l_2, m_2), \ldots, (l_{N(l)}, m_{N(l)})\} \) is some ordering of \( \mathbf{P}_r \) with \( N(l) = \ell(\ell - 1)/2 \), then

\[
\mathcal{F}(k) = \mathcal{F}(i(k), j(k))
\]

Taking only first \( t, t < r \), left and right singular vectors and singular values, one obtains the rank-\( t \) approximation \( A_t = U_t \Sigma_t V_t^H \), which is called the rank-\( t \) truncated (partial) SVD of \( A \). Among all rank-\( t \) matrices \( B, B = A_t \) is the unique minimizer of \( \|A - B\|_F \). The truncated SVD is much smaller to store and cheaper to compute than the compact SVD when \( t \ll r \) and it is the most often form of the SVD in applications where the small singular values are of no interest to the user (e.g. in signal and image filtration, data retrieval computations, etc.).

2. One-sided block-Jacobi SVD algorithm. The one-sided block-Jacobi SVD algorithm is suited for the SVD computation of a general complex matrix \( A \) of order \( m \times n, m \geq n \). However, we will restrict ourselves to real matrices with obvious modifications in the complex case.

We start with the block-column partitioning of \( A \) in the form

\[
A = [A_1, A_2, \ldots, A_\ell],
\]

where the width of \( A_i \) is \( n_i \), \( 1 \leq i \leq \ell \), so that \( n_1 + n_2 + \cdots + n_\ell = n \).

The serial algorithm can be written as an iterative process:

\[
A^{(0)} = A, \quad V^{(0)} = I_n, \\
A^{(k+1)} = A^{(k)} U^{(k)}, \quad V^{(k+1)} = V^{(k)} U^{(k)}, \quad k \geq 0.
\]

(2.1)

Here the \( n \times n \) orthogonal matrix \( U^{(k)} \) is the so-called block rotation of the form

\[
U^{(k)} = \begin{pmatrix}
I & U_{ij}^{(k)} & U_{ij}^{(k)} \\
U_{ji}^{(k)} & I & U_{jj}^{(k)} \\
U_{ji}^{(k)} & U_{jj}^{(k)} & I
\end{pmatrix}
\]

(2.2)

where the unidentified matrix blocks are zero. The purpose of matrix multiplication \( A^{(k)} U^{(k)} \) in (2.1) is to mutually orthogonalize the columns between column-blocks \( i \) and \( j \) of \( A^{(k)} \).

The matrix blocks \( U_{ii}^{(k)} \) and \( U_{jj}^{(k)} \) are square of order \( n_i \) and \( n_j \), respectively, while the first, middle and last identity matrix is of order \( \Sigma_{i=1}^{l-1} n_i, \Sigma_{i=j+1}^{r} n_i \) and \( \Sigma_{s=j+1}^{r} n_s \), respectively. The orthogonal matrix

\[
\hat{U}^{(k)} = \begin{pmatrix}
\hat{U}_{ii}^{(k)} & \hat{U}_{ij}^{(k)} \\
\hat{U}_{ji}^{(k)} & \hat{U}_{jj}^{(k)}
\end{pmatrix}
\]

(2.3)

of order \( n_i + n_j \) is called the pivot submatrix of \( U^{(k)} \) at step \( k \). During the iterative process (2.1), two index functions are defined: \( i = i(k), j = j(k) \) whereby \( 1 \leq i < j \leq r \).

At each step \( k \), the pivot pair \( (i, j) \) is chosen according to a given pivot strategy that can be identified with a function \( \mathcal{F} : \{0, 1, \ldots\} \to \mathbf{P}_r = \{(l, m) : 1 \leq l < m \leq r\} \). If \( \mathbf{O} = \{(l_1, m_1), (l_2, m_2), \ldots, (l_{N(l)}, m_{N(l)})\} \) is some ordering of \( \mathbf{P}_r \) with \( N(l) = \ell(\ell - 1)/2 \), then
the cyclic strategy is defined by:
If \( k \equiv \ell - 1 \mod N(\ell) \) then \((i(k), j(k)) = (l_s, m_s)\) for \( 1 \leq s \leq N(\ell) \).

The most common cyclic strategies are the row-cyclic one and the column-cyclic one, where the orderings are given row-wise and column-wise, respectively, with regard to the upper triangle of \( A \). The first \( N(\ell) \) iterations constitute the first sweep. When the first sweep is completed, the pivot pairs \((i, j)\) are repeated during the second sweep, and so on, up to the convergence of the entire algorithm.

Notice that in (2.1) only the matrix of right singular vectors \( V^{(k)} \) is iteratively computed by orthogonal updates. If the process ends at iteration \( t \), say, then \( A^{(t)} \) has mutually highly orthogonal columns. Their norms are the singular values of \( A \), and the normalized columns (with unit 2-norm) constitute the matrix of left singular vectors.

The parallel version of the one-sided block-Jacobi SVD algorithm implemented on \( p \) processors with the blocking factor \( \ell = 2p \) is given below.

Parallel one-sided block-Jacobi SVD algorithm
1: \( V = I_n, \ell = 2 \times p \)
2: \( \triangleright \) each processor has 2 block columns of \( A : A_L \) and \( A_R \)
3: \( G = \begin{pmatrix} G_{LL} & G_{LR} \\ G_{LR}^T & G_{RR} \end{pmatrix} = \begin{pmatrix} A_L^T A_L & A_L^T A_R \\ A_R^T A_L & A_R^T A_R \end{pmatrix} \)
4: \( \triangleright \) global convergence criterion with a constant \( \varepsilon, 0 < \varepsilon \ll 1 \)
5: while \( (F(A, \ell) \geq \varepsilon) \) do
6: \( \triangleright \) local convergence criterion with a constant \( \delta, 0 < \delta \ll 1 \)
7: if \( (F(G, \ell) \geq \delta) \) then
8: \( \triangleright \) diagonalization of \( G \)
9: \( \text{EVD}(G, X) \)
10: \( \triangleright \) update of block columns
11: \( (A_L, A_R) = (A_L, A_R) \times X \)
12: \( (V_L, V_R) = (V_L, V_R) \times X \)
13: end if
14: \( \triangleright \) parallel ordering–choice of \( p \) independent pairs \((i, j)\) of block columns
15: \( \text{ReOrderingComp}(p) \)
16: \( \text{Send-Receive}(A_k, V_k, G_{kk}), \text{where } k \text{ is either } L \text{ or } R \)
17: end while
18: \( sv_L : \text{square roots of diagonal elements of } G_{LL} \)
19: \( sv_R : \text{square roots of diagonal elements of } G_{RR} \)
20: \( \triangleright \) two block columns of left singular vectors
21: \( U_L = A_L \times \text{diag}(1/sv_L), U_R = A_R \times \text{diag}(1/sv_R) \)

Note that the diagonalization of the auxiliary matrix \( G \) is equivalent to the mutual orthogonalization of block columns \( A_L \) and \( A_R \) of matrix \( A \). Some parallel ordering is required in the procedure ReOrderingComp that defines \( p \) independent pairs of block columns of \( A \) which are simultaneously mutually orthogonalized in a given parallel iteration step by computing \( p \) eigenvalue decompositions EVD(\( G, X \)) of \( p \) auxiliary matrices \( G \). Up to now, some cyclic (static) parallel ordering (see [1, 2]) has been used. In next subsection, we describe a new dynamic ordering that takes into account the actual status of matrix \( A \) with respect to the mutual inclination of its block columns.
2.1. Dynamic ordering. A big disadvantage of any fixed ordering is the fact that the actual status of orthogonality is usually checked only after a whole sweep and one has no information about the quality of this process at the beginning of a parallel iteration step. In other words, in a given parallel iteration step one can try to orthogonalize some mutually ‘almost orthogonal’ block columns while neglecting pairs that are far from being orthogonal. It is clear, at least intuitively, that orthogonalizing block columns with small mutual angles first would mean to eliminate the ‘worst’ pairs first, and this would mean (hopefully) the faster convergence of the whole algorithm as compared with any fixed, cyclic ordering.

Hence, the main question is how to choose \( p \) pairs of block columns with smallest principal angles among all \( \ell(\ell-1)/2 = p(2p-1) \) pairs. The obvious, but very naive way is to compute, for each column block \( X \), all possible matrix products \( X^T Y \), then to compute the SVD of \( X^T Y \) and look at the singular values, which are the cosines of acute principal angles (the smaller angle, the larger cosine). When the block columns are distributed in processors, to compute matrix products \( X^T Y \) for each two different block columns \( X \) and \( Y \) means to move block columns across processors, i.e., it leads to heavy communication at the beginning of each parallel iteration step. Besides that, one needs to compute many matrix products and SVDs. Moreover, when \( p \) pairs of column blocks with smallest principal angles are chosen, they must meet in processors, which means yet another communication.

Our idea is different. After the first parallel iteration step, the block columns inside contain mutually orthogonal columns. Suppose that each processor contains exactly two block columns (this is not substantial for the following discussion). Moreover, suppose that \( k = n/2p \) columns in each block column are normalized so that each has the unit Euclidean norm. Hence, each column block is the orthonormal basis of the \( k \)-dimensional subspace which is spanned by the column vectors of a given block column.

Consider now the block column partitioning \( A = [A_1, A_2, \ldots, A_r] \) of matrix \( A \). Take two block columns \( A_i, A_j \) which should be orthogonalized in a given parallel iteration step. Having \( p \) processors, our goal is to choose \( p \) pairs of those block columns that are maximally inclined to each other, i.e., their mutual position differs maximally from the orthogonal one. Mathematically, this goal can be described by using the notion of principal angles between two \( k \)-dimensional subspaces spanned by two block columns \( A_i, A_j \). Since \( A_i \) and \( A_j \) are orthonormal bases of two subspaces with the equal dimension, the cosines of principal angles are defined as the singular values of the matrix \( X^T Y \). Let \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_k \) be \( k \) singular values of the \( k \times k \) matrix \( A_i^T A_j \). Then the principal angles \( \theta_1 \leq \theta_2 \leq \cdots \leq \theta_k \), \( \theta_i \in [0, \pi/2] \), \( 1 \leq i \leq k \), are defined as:

\[
\theta_i = \arccos(\sigma_i), \quad 1 \leq i \leq k. \tag{2.4}
\]

Since \( A_i \) and \( A_j \) have orthonormal columns, all singular values of \( A_i^T A_j \) are in the interval \([0, 1]\), so that the relation (2.4) is well defined.

We are interested in, say, \( L \) smallest principal angles, i.e., in \( L \) largest cosines (largest singular values) \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_L \). When \( \sigma_i = 0 \), then all \( \sigma_i = 0 \), \( 2 \leq i \leq k \), and two block columns \( X \) and \( Y \) are perfectly orthogonal; we do not need to orthogonalize them explicitly. On the other hand, when all \( \sigma_k \) are significantly greater than 0, block columns \( X \) and \( Y \) are certainly far from the mutual orthogonality.

However, this approach means that we must explicitly compute the matrix \( A_i^T A_j \). When two block columns \( A_i \) and \( A_j \) are placed in two different processors, we can either compute this matrix product in parallel (but for each pair of block columns), or store both blocks in one processor and compute the matrix product locally using the LAPACK library. Afterwards, we must compute (or at least somehow estimate) the largest \( L \) singular values and afterwards compute some function of them (e.g., the sum of their squares) to get our weight \( w_{ij} \) for
the maximal perfect matching. In both cases we need again too much communication at the beginning of each parallel iteration step to construct the actual parallel ordering for that step.

To estimate \( L \) largest singular value of the \( k \times k \) matrix \( A_i^T A_j \), we suggest to use the Lanczos process applied to the symmetric Jordan-Wielandt matrix \( C \),

\[
C = \begin{pmatrix} 0 & A_j^T A_i \\ A_i^T A_j & 0 \end{pmatrix}.
\]  

(2.5)

It is well known that the eigenvalues of the \( 2k \times 2k \) matrix \( C \) are \( \pm \sigma_1, \pm \sigma_2, \ldots, \pm \sigma_k \). Notice that there are \( k \) pairs of eigenvalues with the same absolute value.

It follows from the theory of Krylov space methods that the Lanczos algorithm applied to a symmetric matrix is the good iterative method for estimating its largest (in absolute value) eigenvalues. This algorithm, applied to the symmetric Jordan-Wielandt matrix \( C \), is listed below for a fixed number of iteration steps \( L \).

Lanczos algorithm for the symmetric Jordan-Wielandt matrix

1. Choose integer \( L = 2s \) and the vector \( x_0 \) of length \( 2k \), and compute
   \[
   \beta_1 = \| x_0 \| ; \quad v_1 = x_0 / \beta
   \]
2. for \( s = 1 \) to \( L \) do
3. \( w_s = C v_s \)
4. if \( (s \neq 1) \) then
5. \( w_s = w_s - \beta_s v_{s-1} \)
6. end if
7. \( \alpha_s = w_s^T v_s \)
8. \( w_{s+1} = w_s - \alpha_s v_s \)
9. \( \beta_{s+1} = \| w_{s+1} \| \)
10. if \( (\beta_{s+1} \neq 0) \) then
11. \( v_{s+1} = w_{s+1} / \beta_{s+1} \)
12. end if
13. if \( (\beta_{s+1} == 0) \) then
14. \( s = L \)
15. end if
16. end for
17. Set: \( T_L = \text{tridiag}(\beta_s, \alpha_s, \beta_{s+1}) \)
18. Compute the Frobenius norm of \( T_L \).

Steps 2–9 constitute an adaptation of the Arnoldi method for a symmetric matrix. Due to the special structure of \( C \) (see Eq. (2.5)), the matrix-vector product in step 2 is applied in two substeps: \( w_1 = A_i^T A_j v_1 \), \( w_2 = A_i^T A_j v_2 \), where \( v_s = (v_s^T, v_s^T)^T \) and \( w_s = (w_s^T, w_s^T)^T \).

The result is the orthonormal basis of the Krylov subspace \( \mathcal{K}_L(C, x_0) \) formed by vectors \( v_s \), \( 1 \leq s \leq L \). Besides that, the coefficients \( \alpha_s \) and \( \beta_s \) are computed that are stored in the symmetric, tri-diagonal matrix \( T_L \) (step 10).

In our application, the orthonormal vectors \( v_s \) are not important (they are used, for example, in the solution of a linear system of equations). What is most important, is the square of the Frobenius norm of \( T_L \) written in terms of its eigenvalues \( \omega_s \), \( 1 \leq s \leq L \) (they are known as Ritz values):

\[
\| T_L \|_F^2 = \sum_{s=1}^{L} \omega_s^2.
\]
As already mentioned, the \( L \) Ritz values approximate reasonably well \( L \) largest (in the absolute value) eigenvalues \( \lambda_i \) of the Jordan-Wielandt matrix \( C \). However, in our application, there are exactly two eigenvalues of \( C \) with the same absolute value (with opposite signs) and they are related to the squares of singular values of \( A_j^T A_j \). Therefore,

\[
\|T_m\|_F^2 = \sum_{i=1}^{L} \omega_i^2 \approx \sum_{i=1}^{L} \lambda_i^2 = 2 \sum_{i=1}^{L/2} \sigma_i^2 = 2 \sum_{i=1}^{L/2} \cos^2(\theta_i),
\]

i.e., the Frobenius norm of \( T_L \) can be used as the (good) approximation for the sum of \( L/2 \) largest cosines defining \( L/2 \) smallest principal angles between subspaces \( \text{span}(A_i) \) and \( \text{span}(A_j) \). In other words, we have found an easily computable weight \( w_{ij} \) for the maximum perfect matching in the one-sided block-Jacobi method. We stress that we do not need to compute the Ritz values (i.e., the EVD of \( T_L \)) - the Frobenius norm squared is enough.

Moreover, note that in our application \( T_L \) is not needed in its explicit form. All that is needed is the square of its Frobenius norm. Since

\[
w_{ij} = \|T_L\|_F^2 = \sum_{i=1}^{L} \alpha_i^2 + 2 \sum_{i=2}^{L} \beta_i^2,
\]

\( \|T_L\|_F^2 \) can be updated recursively immediately after computing \( \alpha_t \) and \( \beta_{t+1} \) in the \( t \)th iteration step of the Lanczos algorithm.

Note that the weight \( w_{ij} \) takes into account the actual mutual position of two subspaces \( \text{span}(A_i) \) and \( \text{span}(A_j) \). Therefore, we can simply choose the ‘worst’ \( p \) pairs of column blocks for their parallel orthogonalization by choosing the pairs with highest values of \( w_{ij} \). This is an analogy to the two-sided dynamic ordering where the actual Frobenius norm of the off-diagonal blocks was taken into account. Therefore, the above described ordering can be defined as the one-sided dynamic ordering. To choose the \( p \) ‘worst’ block columns for the parallel orthogonalization, the same maximum-weight perfect matching algorithm on the complete graph with \( r \) vertices and weights \( w_{ij} \) can be used as in the two-sided case (see [3]).

We have just described, how we can quite cheaply compute the weight \( w_{ij} \) that is the function of \( L/2 \) (estimated) largest cosines of principal angles between subspaces \( \text{span}(A_i) \) and \( \text{span}(A_j) \). The larger the weight, the lower the degree of mutual orthogonality between these two subspaces. However, at the beginning of each parallel iteration step we have to compute those weights for all pairs of block columns of matrix \( A \). Next we describe how this computation can be done in parallel without sending/receiving whole block columns and without computing explicitly the matrix products \( A_j^T A_j \).

In a parallel environment with \( p \) processors and the blocking factor \( \ell = 2p \), these computations must be done for all \( 2(p - 1) \) Lanczos processes for which each processor \( P_j \) is the master and this work is serialized inside processors. Each processor stores the information about two block columns that it currently overviews stores, and about all Lanczos processes for which it serves as the master. Therefore, each processor can read/write from/to the data structure the data/results of its own computations for all Lanczos processes for which it is the master (matrix-vector products, updates of Frobenius norms). To communicate data between all processors, the MPI collective communication `ALLT0ALL` is used. Two such communications are needed per one parallel iteration step, i.e., together \( 2L \) collective communications are needed. These communications serve also like the global synchronization steps in the whole computation.

At the end of computation with Lanczos processes, all processors contain all weights \( w_{ij} \) for all block column pairs (excluding those residing in \( p \) processors), which are simply the
squares of Frobenius norms of all matrices $T_L$ produced in all Lanczos processes. Therefore, each processor can compute the maximum-weight perfect matching and the resulting parallel ordering; the algorithm is the same as for the parallel two-sided block-Jacobi method (see [3]). For transferring the chosen pairs in processors, the optimal parallel scheduling is used (see [4]).

The global stopping criterion of the iteration process is based on the maximum value of currently computed weights $w_{ij}$. When using a computer with machine precision $\varepsilon$, the convergence is reached when

$$\max_{i,j} w_{ij} < n L \varepsilon,$$

where $n$ is the matrix order and $L$ is the number of steps in Lanczos processes. In other words, the computation is finished when the cosines of $L/2$ largest principal angles between all column blocks are 'sufficiently' small. The local stopping criterion is similar: A given pair $(i, j)$ of block columns is not orthogonalized when

$$w_{ij} < n L \varepsilon.$$

In following tables, we present first numerical results comparing the behavior of the parallel one-sided block-Jacobi SVD algorithm with dynamic ordering with two different cyclic (static) orderings, static1 (the odd-even ordering CO(0), see [1]) and static2 (the robin-round ordering DO(0), see [1]). Computations were performed on the Woodcrest Cluster at Nuernberg-Erlangen University for random matrices with six various distributions of SVs defined by the variable $\text{mode}$. $\text{mode} = 1$ corresponds to a multiple minimal singular value, $\text{mode} = 2$ to a multiple maximal SV, $\text{mode} = 3$ describes a geometric sequence of SVs, $\text{mode} = 4$ defines an arithmetic sequence of SVs, $\text{mode} = 5$ defines the SVs as random numbers such that their logarithms are uniformly distributed, and, finally, $\text{mode} = 6$ sets the SVs to random numbers from the same distribution as the rest of a matrix (i.e., in our case they were normally distributed).

Table 2.1 contains the results for the SVD of well-conditioned matrices (with the condition number $\kappa = 10^1$) of order $n = 4000$ with a variable number of Lanczos steps $L$. For both static cyclic orderings, the number of sweeps is given by $n_{it}/15$ where $n_{it}$ is the number of parallel iterations needed for the convergence of the whole algorithm. The total parallel execution time $T_p$ is given in seconds. For $\text{mode} = 1$ and 2, our dynamic ordering needs about five times less parallel iterations than a static ordering. For harder cases, with $\text{mode} \geq 3$, the ratio is about 2–3. But notice, that the decrease of $T_p$ is much less. The dynamic ordering is about 2.5 times faster for $\text{mode} = 1$ and 2, but only about 1.5 faster for other modes. Also, $T_p$ increases with $L$, the number of Lanczos steps, suggesting that the estimation of weights at the beginning of each parallel iteration step is quite time-demanding.

This conclusion is confirmed in Table 2.2 with results for ill-conditioned matrices (with $\kappa = 10^8$) where the last row depicts the average time $T_{WC}$ of weight computations for a given number of Lanczos steps for $\text{mode} = 5$. With respect to $n_{it}$, the situation is similar to well-conditioned matrices. However, it is clearly seen that our current implementation of the dynamic ordering is not very efficient. For example, in the case of $L = 6$ Lanczos steps the time spent in the computation of weights is 60 per cent of $T_p$. If this portion of algorithm were faster, one would substantially decrease $T_p$ and be even more efficient as compared to the static ordering.

3. Conclusions. Recent progress in the parallel block-Jacobi SVD algorithm has been achieved by applying two ideas: i) the new parallel dynamic ordering of subproblems, and ii)
the matrix pre-processing by QR iterations. For the parallel two-sided block-Jacobi method, these ideas were implemented and tested on various parallel platforms during last 10 years and results were published in papers [3, 4, 5, 22].

In this paper, we present a new dynamic ordering of subproblems for the parallel one-sided variant. First numerical results are quite promising, but a more efficient implementation of the estimation of principal angles between any two block matrix columns is needed. In other words, one should spend much less portion of the total parallel execution time in the computation and distribution of weights for the dynamic ordering.

However, the new dynamic ordering alone can not make the parallel one-sided block-Jacobi SVD algorithm competitive to the ScaLAPACK routine PDGESVD. Again, some sort of matrix pre-processing has to be included similarly as it was the case in the two-sided variant [22]. A concentration of the Frobenius norm near the main matrix diagonal is not enough. It has to be coupled with a special ordering inside EVDs of $2 \times 2$ subproblems computed in each processor within a given parallel iteration step (see [11, 12]). We plan to investigate and implement these ideas in the near future.
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