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ISOLATED SUBSEMIGROUPS IN THE VARIANTS OF Tn

V. MAZORCHUK and G. TSYAPUTA

Abstract. We classify all isolated, completely isolated and convex subsemigroups
in the semigroup Tn of all transformations of an n-element set, considered as the

semigroup with respect to a sandwich operation.

1. Introduction and description of the results

For a semigroup, (S, ·), and an element, a ∈ S, one can consider the variant
(S, ∗a) of S, for which the deformed or sandwich multiplication ∗a : S × S → S
with the sandwich element a is defined as follows: x ∗a y = xay for all x, y ∈ S.
This construction was proposed in [10] and studied later on for various classes of
semigroups by several authors, see for example [1, 2, 6, 7, 8, 11, 14, 15, 16,
17, 18, 9] and others. One of the main motivations for this study is the fact that
usually the variants of the semigroups have more interesting and richer structure
than the original semigroups.

The basic question, which one faces in the study of variants of the semigroup
S is: For which a, b ∈ S are the variants (S, ∗a) and (S, ∗b) isomorphic? For such
classical transformation semigroups on a given set, N , as the full symmetric inverse
semigroup IS(N), the full transformation semigroup T (N), and the semigroup
PT (N) of all partial transformations, the isomorphism criteria for their variants
were obtained in [15, 16, 18]. In particular, in all the above cases it was shown
that (up to isomorphism) one can always assume that a is an idempotent of S.

A natural class of subsemigroups of the given semigroup S is formed by the so-
called isolated subsemigroups. A subsemigroup, T , of S is called isolated provided
that the following condition is satisfied: xn ∈ T for some n ∈ N implies x ∈
T for all x ∈ S, see for example [13]. This class contains various subclasses,
for example the class of completely isolated subsemigroups and some others, see
Section 2 or [13] for details. Isolated subsemigroups of some classical semigroups
are known. For example, a complete classification of isolated and completely
isolated subsemigroups of IS(N) in the case of finite N was obtained in [4]. For
the factor power FP(Sn) of the symmetric group Sn the same problem was solved
in [5], and for the Brauer semigroup Bn in [12].
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In the present paper we present a complete description of the isolated subsemi-
groups for all (up to isomorphism) variants of the full transformation semigroup
T (N) in the case of a finite set N . We also classify the classes of completely
isolated, right convex, left convex and convex subsemigroups, see Section 2 for the
corresponding definitions.

Let us now briefly describe our approach, results and the structure of the paper.
The results of [4, 5, 12] suggest to split the study of the isolated subsemigroups
into three different cases. In [4, 5, 12] these are: the case of invertible elements, the
case of maximal subgroups corresponding to maximal non-invertible idempotents,
and the rest. For the variants of semigroups the above cases should first be adjusted
as all non-trivial variants never containing any unit and, as a consequence, any
invertible elements. However, in the case of transformation semigroups there is a
natural “substitution” for this. For transformation semigroups there is a natural
notion of the rank (the cardinality of the image) and stable rank (the rank of the
unique idempotent in the cyclic subsemigroup, generated by the given element).
Using these notions we split our study into the following three cases: the case
of the maximal possible stable rank l (which equals the rank of the sandwich
element), the case of the stable rank l − 1, and the rest. Even in the first case we
obtain quite a striking difference from the classical case. In the classical case all
invertible elements obviously form a minimal isolated subsemigroup. In contrast
to this, for every variant of Tn we show in Subsection 4.1 that the set T (l)

n of all
elements of stable rank l is a subsemigroup, and that there is a natural congruence
on T (l)

n , the quotient modulo which is a rectangular band. Moreover, the natural
projection onto the quotient induces a bijection between the set of all (isolated)
subsemigroups of this rectangular band (which is relatively easy to describe) and
the set of all isolated subsemigroups of T (l)

n .
Not completely unexpected, but it turned out that the most interesting and

the most complicated case of our study is the case of the elements of stable rank
l − 1 (in the classical case certain subsemigroups, consisting of elements of rank
l − 1, make the difference between the classes of isolated and completely isolated
subsemigroups). Such subsemigroups are studied in Subsection 4.2, which is the
heart of our paper. We show that the isolated subsemigroups of this form split
into three classes. In every class the semigroups are indexed by several discrete
parameters which are either elements or subsets of some (not very complicated)
sets. The structure of the simplest of these three classes is quite similar to the
structure of isolated subsemigroups in the case of T (l)

n . Two other classes are, in
some sense, “composed” of several copies of the first class, which leads to quite
nice but non-trivial description of isolated subsemigroups in the case of stable rank
l − 1.

The last case, that is the case of stable rank at most l − 2, is studied in Sub-
section 4.3. This case is relatively “poor” with respect to the structure of the
isolated subsemigroups. In fact we show that if an isolated subsemigroup contains
an element, whose stable rank does not exceed l− 2, then it contains all elements,
whose stable ranks do not exceed l − 1 (and the last l − 1 is not a typo, it is
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indeed l− 1 and not l− 2). In Subsection 4.4 we present our main theorem about
the classification of all isolated subsemigroups in all variants of Tn. In Section 5
we use this theorem to classify all completely isolated and convex subsemigroups.
We finish the paper with deriving the corollaries from our results for the original
semigroup Tn in Section 6.

The basic generalities on isolated subsemigroups are collected in Section 2. In
Section 3 we fix the notation and collect some generalities on the semigroup Tn

and its variants. We would like to emphasize once more that we always assume the
sandwich element to be an idempotent, which we can do up to isomorphism of the
sandwich semigroup Tn. Among other basic facts, in Subsection 3.3 we describe
all idempotents and the corresponding maximal subgroups in all variants of Tn.

2. Generalities on isolated subsemigroups

In this section we collect some generalities on isolated and completely isolated
subsemigroups, which we failed to find in the literature and which we think might
be of independent interest. Some of these basic properties will be often used in
the paper without reference.

Let S be a semigroup. A subsemigroup, T ⊂ S, is called

• isolated provided that for all x ∈ S the condition xn ∈ T for some n > 0
implies x ∈ T ;

• completely isolated provided that xy ∈ T implies x ∈ T or y ∈ T for all
x, y ∈ S;

• right convex provided that xy ∈ T implies y ∈ T for all x, y ∈ S;
• left convex provided that xy ∈ T implies x ∈ T for all x, y ∈ S;
• convex provided that xy ∈ T implies x ∈ T and y ∈ T for all x, y ∈ S.

We refer the reader to [3, 13] for details on these definitions. Denote by I(S),
CI(S), RC(S), LC(S) and C(S), the sets of all isolated, completely isolated, right
convex, left convex or convex subsemigroups of S respectively. For X ⊂ S we
denote by X the complement of X in S.

From the definition one immediately obtains the following properties (here ev-
erywhere T is assumed to be a subsemigroup of S):

(I) I(S) is closed with respect to (non-empty) intersections, in particular, for
every x ∈ S there exists the unique isolated subsemigroup I(x) of S such
that x ∈ I(x) and which is minimal with respect to this property.

(II) T ∈ I(S) if and only if T is either empty or a (not necessarily disjoint)
union of subsemigroups of S.

(III) CI(S) is closed with respect to taking the (non-empty) complement in S.
(IV) T ∈ CI(S) if and only if T is either empty or a subsemigroup of S.
(V) T ∈ RC(S) if and only if T is either empty or a left ideal.

(VI) T ∈ LC(S) if and only if T is either empty or a right ideal.
(VII) T ∈ C(S) if and only if T is either empty or a (two-sided) ideal.

(VIII) If S1 and S2 are two semigroups and f : S1 → S2 is a homomorphism
then taking the pre-image (provided that it is non-empty) preserves the
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properties of being isolated, completely isolated, left convex, right convex
and convex, that is, it induces a map from I(S2) to I(S1) and so on.

(IX)

RC(S) � u
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C(S)
) 	
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� u

''PPPPPPPPPPPPP CI(S) � � // I(S)

LC(S)
) 	
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We remark that for T1, T2 ∈ CI(S) the subsemigroup T1 ∩ T2 does not belong
to CI(S) in general. An example can be found in Section 5. From Section 5 it
also follows that all the five classes above can be different. Now we would like to
characterize some of the above subsemigroups in terms of certain homomorphisms
and congruences on S.

Proposition 1. (a) T ∈ C(S) if and only if there exists f : S → (Z2, ·) such
that T = f−1(1).

(b) Let C(S) = {S, T1, . . . , Tk}. Then {X1 ∩ · · · ∩Xk 6= ∅ : Xi = Ti or Xi = T i}
defines a congruence, ρ, on S, the quotient modulo which embeds into (Z2, ·)k.

(c) For x ∈ S the congruence class ρx of ρ, containing x, is an isolated subsemi-
group of S, in particular, the congruence ρ gives rise to a decomposition of S
into a disjoint union of isolated subsemigroups.

Proof. Let T be a proper convex subsemigroup of S. Consider the equivalence
relation on S with two equivalence classes: T and T . This relation is a congruence
on S and the corresponding quotient is isomorphic to (Z2, ·) (the isomorphism
is given by T 7→ 1, T 7→ 0). Conversely, note that {1} ∈ C((Z2, ·)). Hence if
f : S → (Z2, ·) then (VIII) implies that f−1(1) ∈ C(S), which proves (a).

For i = 1, . . . , k let fi : S → Z2 denote the homomorphism such that fi(Ti) = 1
and fi(T i) = 0. Then by (a) the kernel of the homomorphism (f1, . . . , fk) is just
ρ. This proves (b).

(c) follows from (I), (IX) and the fact that Ti, T i ∈ CI(S) for all i. �

Proposition 2. Let K be one of the classes I(S), CI(S), RC(S), LC(S) or
C(S). If T is a subsemigroup of S and is a (not necessarily disjoint) union of
subsemigroups from K, then T ∈ K.

Proof. The result follows from the fact that the conditions on T , which appear
in (II), (IV), (V), (VI), and (VII), are closed with respect to intersections. �

We would like to remark that the union of isolated subsemigroups (or any
other type of subsemigroups defined above) does not need to be a semigroup in
general. One easily constructs examples using our results, presented in Section 4
and Section 5.
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Denote by E(S) the set of all idempotents of S and for e ∈ E(S) define
√
e = {x ∈ S : xm = e for some m > 0}.

Proposition 3. If
√
e is a subsemigroup of S then

√
e is a minimal (with

respect to inclusions) isolated subsemigroup of S, in particular,
√
e = I(x) for

every x ∈
√
e.

Proof. Assume that
√
e is a subsemigroup of S. If ym ∈

√
e for some m > 0

then (ym)k = e for some k > 0 and hence y ∈
√
e implying that

√
e is isolated.

Let now x ∈
√
e. Then I(x) contains all powers of x, in particular, it contains

e. Since I(x) is isolated, it follows that I(x) must contain
√
e. However, as we

have already shown,
√
e is isolated itself. Hence

√
e = I(x) by the minimality of

I(x). This completes the proof. �

3. Tn and its variants

3.1. Notation. Throughout the paper we fix a positive integer n and set N =
{1, 2, . . . , n}. We denote by Tn the semigroup of all maps β : N → N with
respect to the composition · of maps from the left to the right (in contrast with
the standard composition ◦ which works from the right to the left). We adopt the
standard notation β(x) for the value of β on the element x ∈ N . In particular, we
always have βγ(x) = γ(β(x)) for all β, γ ∈ Tn and x ∈ N .

For β ∈ Tn we denote by im(β) the image of β, that is the set {β(x) : x ∈ N},
and define the rank of β via rank(β) = | im(β)|. Define also the equivalence relation
Λβ on N as follows: xΛβy, x, y ∈ N , if and only if β(x) = β(y). Sometimes it
will be convenient to consider Λβ as an unordered (disjoint) union of equivalence
classes and use the notation

Λβ = Bβ
1 ∪B

β
2 ∪ · · · ∪B

β
k

if rank(β) = k. If the element β is clear from the context, we sometimes may skip
it as the upper index. The relation Λβ is called the kernel of β.

If β ∈ Tn and N = N1 ∪N2 ∪ · · · ∪Nk is a decomposition of N into a disjoint
union of subsets such that for all i = 1, . . . , k we have β(x) = β(y) = bi for all
x, y ∈ Ni and for some bi ∈ N , we will use the following notation for β:

β =
(
N1 N2 . . . Nk

b1 b2 . . . bk

)
.

Note that we do not require rank(β) = k, which means that some of bi’s may
coincide in general.

For i ∈ N we denote by θi the element of Tn defined via θi(x) = i for all x ∈ N .
Note that θi is a right zero for Tn. For a set X we denote by S(X) the symmetric
group on X.

3.2. Variants of Tn and their isomorphism. For α ∈ Tn let (Tn, ∗α) be the
variant of Tn, that is the semigroup Tn with the sandwich operation β ∗α γ = βαγ,
β, γ ∈ Tn, with respect to the sandwich element α. The following statement is
proved in [15, 16]:
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Theorem 4. Let α1, α2 ∈ Tn. Then the following statements are equivalent:

1. (Tn, ∗α1) ∼= (Tn, ∗α2).
2. α1σ = τα2 for some σ, τ ∈ S(N ).
3. For every i = 1, . . . , n the decompositions Λα1 and Λα2 contain the same

number of blocks of cardinality i.

From Theorem 4 it follows that every variant of Tn is isomorphic to a variant, the
sandwich element of which is an idempotent. Hence from now on we fix α ∈ E(Tn)
of rank l. Set ∗ = ∗α and let

α =
(
A1 A2 . . . Al

a1 a2 . . . al

)
.

Then Λα = A1 ∪ A2 ∪ · · · ∪ Al, im(α) = {a1, . . . , al}, and ai ∈ Ai for all i. We
also set A = {a1, . . . , al}.

Let β ∈ Tn and ε ∈ E(Tn, ∗) be the unique idempotent in the cyclic subsemi-
group generated by β. We define the stable rank of β as strk(β) = rank(ε), and
set Λst

β = Λε, imst(β) = im(ε). Note that Λst
β = Λst

βα and imst(β) = imst(αβ) for
all β ∈ (Tn, ∗). For β ∈ Tn and m ∈ N we set

βm = ββ . . . β︸ ︷︷ ︸
m times

and β∗m = β ∗ β ∗ · · · ∗ β︸ ︷︷ ︸
m times

.

For i = 1, . . . , l we denote by T (i)
n the set of all elements in (Tn, ∗) of stable rank i.

For some other properties of (Tn, ∗), for example for the description of Green’s
relations or the automorphism group, we refer the reader to [15, 17].

3.3. Description of idempotents and maximal subgroups. To proceed with
the study of isolated subsemigroups of (Tn, ∗) we need to describe the idempotents
in this semigroup.

Theorem 5. (a) Let

ε =
(
E1 E2 . . . Ek

e1 e2 . . . ek

)
∈ Tn(1)

be an element of rank k. Then ε ∈ E(Tn, ∗) if and only if there exists an
injection, f : {1, . . . , k} → {1, . . . , l}, such that the following two conditions
are satisfied:

(i) ei ∈ Af(i) for all i = 1, . . . , k,
(ii) af(i) ∈ Ei for all i = 1, . . . , k.

(b)

|E(Tn, ∗)| =
∑

∅6=X⊂{1,...,l}

(∏
i∈X

|Ai|

)
· |X|n−|X|.

Proof. If ε ∈ E(Tn, ∗) then ε = ε ∗ ε = εαε. Therefore rank(ε) = rank(εα) and
hence all ei’s belong to different blocks of Λα. Define f : {1, . . . , k} → {1, . . . , l}
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via the requirement ei ∈ Af(i) for all i = 1, . . . , k and (ai) follows. On the other
hand, let ε(af(i)) = ej . Then

ε(af(i)) = εαε(af(i)) = αε(ej) = ε(af(j)),

which implies f(i) = f(j) and thus af(i) ∈ Ei for all i = 1, . . . , k giving (aii).
Conversely, if both (ai) and (aii) are satisfied, a direct calculation shows that
ε ∈ E(Tn, ∗). This proves (a).

To prove (b) we count the number of idempotents, for which im(f) = X ⊂
{1, . . . , l}, where f is taken from (a). If X is fixed, we should independently
choose elements ei ∈ Ai for all i ∈ X, and then every element from the set
N \ {af(i) : i ∈ X} should be associated to some block of Λε. The formula of (b)
now follows by an application of the product rule and the sum rules. �

The above description of idempotents allows us to describe the maximal sub-
groups in (Tn, ∗):

Corollary 6. Let ε be an idempotent in (Tn, ∗) of rank k, defined via (1). Then
the corresponding maximal subgroup G(ε) of (Tn, ∗) is isomorphic to the symmetric
group S({e1, . . . , ek}) and consists of all β ∈ Tn which satisfy the following two
conditions:

(i) Λβ = Λε,
(ii) im(β) = im(ε).

Proof. β ∈ G(ε) if and only if β ∈
√
ε and ε ∗ β = β ∗ ε = β. In particular,

it follows that rank(β) = rank(ε). For such β the condition (i) is equivalent to
ε ∗ β = β and (ii) is equivalent to β ∗ ε = β. This completes the proof. �

3.4. Some homomorphisms from (Tn, ∗) to Tn and T (A). In this subsection
we construct two homomorphisms from (Tn, ∗) to the usual Tn and an epimorphism
to Tm for some m ≤ n. For every β ∈ Tn set

ϕl(β) = αβ, ϕr(β) = βα.

Lemma 7. (a) Both ϕl and ϕr are homomorphisms from (Tn, ∗) to Tn.
(b) For every β ∈ Tn we have imst(ϕl(β)) = imst(β) and Λst

ϕr(β) = Λst
β , in partic-

ular,
strk(β) = strk(ϕl(β)) = strk(ϕr(β)).

Proof. We prove both statements for, say, ϕr. In other cases the arguments are
similar. For β, γ ∈ Tn we have:

ϕr(β ∗ γ) = (β ∗ γ)α = βαγα = (βα)(γα) = ϕr(β)ϕr(γ),

which proves (a).
We prove (b) for ϕr using the following argument. First we observe that β ∗β =

βα ∗ β as αα = α. Therefore for every m ≥ 1 we have β∗(m+1) = (βα)∗mβ =
(βα)mβ, which implies that every block of Λst

β is a union of some blocks of Λst
ϕr(β).

On the other hand (βα)∗(m) = (βα)(m) = (β)∗mα, which implies that every block
of Λst

ϕr(β) is a union of some blocks of Λst
β . Hence Λst

β = Λst
ϕr(β), which yields

strk(β) = strk(ϕr(β)) and completes the proof. �
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Let T (A) denote the full transformation semigroup on A and observe that
αβ(A) ⊂ A for all β ∈ Tn. Hence from Lemma 7(a) we immediately obtain:

Corollary 8. The map ϕ : (Tn, ∗) → T (A), defined via

ϕ(β) = ϕr(β)|A,
is an epimorphism.

Note that the congruence, which corresponds to ϕ, was also used in [15].

4. Classification of the isolated subsemigroups

From the definition of ∗ it follows that the stable rank of an element from (Tn, ∗)
does not exceed l. The results of [4, 5, 12] suggest that for the description of
the minimal isolated subsemigroups in (Tn, ∗) it would be convenient to consider
three different cases, namely the elements of stable rank l, l−1, and at most l−2,
separately.

4.1. The case of stable rank l.

Lemma 9. (a) Let β ∈ (Tn, ∗). Then β has stable rank l if and only if ϕ(β) is
a bijection.

(b) Let β ∈ (Tn, ∗) be an element of stable rank l.

Λst
β = Λβα, and imst(β) = im(αβ) = β({a1, . . . , al}).

(c) Let β, γ ∈ (Tn, ∗) be two elements of stable rank l. Then

Λst
β∗γ = Λst

β , and imst(β ∗ γ) = imst(γ).

Proof. If ϕ(β) is a bijection, then ϕ(β)m is a bijection for any m. Hence the
stable rank of β is at least l, which implies that it is exactly l. On the other hand,
the stable rank of β does not exceed the rank of ϕ(β), which means that the stable
rank of β is strictly smaller than l in the case when ϕ(β) is not a bijection. This
proves (a).

Since rank(α) = l we have both that | im(αβ)| ≤ l and that the number of blocks
in Λβα does not exceed l. However, since strk(β) = l by our assumption, it follows
that | im(αβ)| = l and that the number of blocks in Λβα equals l. Since, obviously,
Λβα ⊂ Λst

β and imst(β) ⊂ im(αβ), we derive Λst
β = Λβα and imst(β) = im(αβ).

The statement (b) follows.
Since, obviously, Λβα ⊂ Λst

β∗γ and imst(β ∗ γ) ⊂ im(αγ), the statement (b)
implies Λst

β ⊂ Λst
β∗γ and imst(β ∗ γ) ⊂ imst(γ). On the other hand, as strk(β) =

strk(γ) = l, the statement (a) implies that ϕ(β ∗ γ) is a bijection and hence
strk(β ∗ γ) = l again by (a). The last equality, however, says that different blocks
of Λst

β should remain different in Λst
β∗γ since the total number of such blocks equals l.

Thus Λst
β = Λst

β∗γ . We also have imst(β ∗ γ) = imst(γ) as both sets have the same
cardinality. This completes the proof. �

Let X be the set of all unordered partitions of N into l disjoint blocks satisfying
the condition that all ai’s belong to different blocks. We interpret the elements of
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X as equivalence relations on N . Let further Y be the set of all sets of the form
{b1, . . . , bl} where bi ∈ Ai for all i = 1, . . . , l. Now we are ready to describe the
minimal isolated subsemigroups in T (l)

n .

Proposition 10. (a) For every Λ ∈ X and I ∈ Y there exists a unique idempo-
tent, ε(Λ, I) ∈ (Tn, ∗), of stable rank l such that Λε(Λ,I) = Λ and im(ε(Λ, I)) =
I.

(b) For every Λ ∈ X and I ∈ Y the set
√
ε(Λ, I) is an isolated subsemigroup of

(Tn, ∗) and
√
ε(Λ, I) = I(β) for every β ∈

√
ε(Λ, I).

Proof. The statement (a) follows from the description of idempotents in (Tn, ∗),
obtained in Theorem 5.

To prove (b) we first note that, by definition, the set
√
ε(Λ, I) contains exactly

elements with stable kernel Λ and stable image I. Let β, γ ∈
√
ε(Λ, I). Then

Lemma 9(c) implies that β ∗ γ ∈
√
ε(Λ, I) as well, in particular,

√
ε(Λ, I) is a

subsemigroup of (Tn, ∗). Hence (b) follows from Proposition 3. This completes
the proof. �

Proposition 11. (a) T (l)
n is a subsemigroup of (Tn, ∗).

(b) The decomposition

T (l)
n =

⋃
(Λ,I)∈X×Y

√
ε(Λ, I)(2)

into a disjoint union of subsets defines a congruence on T (l)
n , the quotient

modulo which is isomorphic to the rectangular band X × Y.
(c) Let ψ : T (l)

n → X × Y be the natural projection, given by (b). Then ψ−1

induces a bijection between the set of all subsemigroups of X ×Y and I(T (l)
n ).

(d) |I(T (l)
n )| = 2|X |+|Y| − 2|X | − 2|Y| + 1.

We remark that |X | = ln−l and |Y| =
∏l

i=1 |Ai|. Note also that T ⊂ X ×
Y is a subsemigroup if and only if the following condition is satisfied: for all
(Λ, I), (Λ′, I ′) ∈ X × Y we have that (Λ, I), (Λ′, I ′) ∈ T implies both (Λ, I ′) ∈ T
and (Λ′, I) ∈ T .

Proof. The statements (a) and (b) follow from Lemma 9(c). The rectangular
band X×Y consists of idempotents, and hence every subsemigroup of it is isolated.
Now (VIII) implies that ψ−1 (i.e. taking the pre-image with respect to ψ) induces
a map from I(X × Y) to I(T (l)

n ), which is injective since ψ is surjective. Let now
T ∈ I(T (l)

n ). Since the congruence classes are minimal isolated subsemigroups of
T (l)

n by Proposition 10, it follows that T must be the union of those congruence
classes, which have a non-trivial intersection with T . Hence ψ(T ) is a subsemigroup
of X × Y and ψ−1(ψ(T )) = T , implying that the map, induced by ψ−1, is even
bijective. This proves (c).

Because of (c) we just compute the cardinality of the set T(X × Y) of all
subsemigroups in X × Y. It is easy to see that every subsemigroup in X × Y is
uniquely determined by the sets of the left and the right coordinates of its elements.
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So, there are exactly (2|X | − 1)(2|Y| − 1) subsemigroups in X ×Y. The statement
(d) follows and the proof of our proposition is complete. �

For ∅ 6= X ⊂ X and ∅ 6= Y ⊂ Y let F (X,Y ) denote the union of all
√
ε for

which Λε ∈ X and im(ε) ∈ Y . From Proposition 11 we obtain:

Corollary 12. Every isolated subsemigroup of (Tn, ∗), which is contained in
T (l)

n , is equal to F (X,Y ) for appropriate X and Y .

4.2. The case of stable rank l − 1. Let ε ∈ E(Tn, ∗) be some idempotent of
rank l − 1, given by (1). From Theorem 5 it follows that there exists a unique
element, i ∈ {1, . . . , l−1}, and a unique pair, {m, k} ⊂ {1, . . . , l}, m 6= k, such that
{am, ak} ⊂ Ei and ei ∈ Am. We call the pair {am, ak} distinguished, the element
ak trifle and the element am burdened (for the idempotent ε) and denote them
by d(ε), t(ε) and b(ε) respectively. By nt(ε) and nb(ε) we denote the elements
of {1, . . . , l} such that t(ε) = ant(ε) and b(ε) = anb(ε) respectively. It will be
convenient now to adjust (1) in the following way: if necessary, we can rearrange
the indexes of ei’s to obtain

ε =
(
E1 . . . Ent(ε)−1 Ent(ε)+1 . . . El

e1 . . . ent(ε)−1 ent(ε)+1 . . . el

)
,(3)

where ai ∈ Ei for all i = 1, . . . , nt(ε) − 1, nt(ε) + 1, . . . , l. Then, in particular,
t(ε) ∈ Enb(ε).

For β ∈
√
ε we set d(β) = d(ε), t(β) = t(ε), b(β) = b(ε), nt(β) = nt(ε),

and nb(β) = nb(ε). For k = 1, . . . , l let T (l−1,k)
n denote the set of all elements

β ∈ T (l−1)
n such that t(β) = ak. For k,m = 1, . . . , l, k 6= m, let T (l−1,k,m)

n denote
the set of all elements β ∈ T (l−1,k)

n such that b(β) = am.

Lemma 13. Let ε be an idempotent in (Tn, ∗) of rank l − 1 given by (3) and
β ∈

√
ε. Then

(a) imst(β) = β(A \ {t(β)}).
(b) If rank(βα) = l − 1 then Λε = Λst

β = Λβα.
(c) If rank(βα) = l then every block of Λβα contains at most two elements from

A, moreover, there is the unique block, namely (βα)−1(t(β)), which does not
contain any element from A, and there is the unique block which contains
exactly two elements from A, namely the elements from d(β).

(d) βα induces a permutation on A \ {t(β)}

Proof. We obviously have Λβα ⊂ Λst
β and in the case rank(βα) = l − 1 the

equality follows since the number of blocks in Λβα and Λst
β coincide. This proves

(b). Moreover, in this case imst(β) = β(A \ {t(β)}) follows immediately from the
definition of t(β), which proves the corresponding part of (a).

Since strk(β) 6= l, in the case rank(βα) = l it is not possible that every block of
Λβα contains an element from A. On the other hand, every block of Λst

β contains
at least one element from A and hence, since strk(β) = l − 1, it follows that all
blocks of Λst

β except one contain exactly one element from A, and the exceptional
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block contains two elements from A. This implies the uniqueness of the block with
two elements from A and of the block without any elements from A for Λβα. From
the definition of t(β) it follows that (βα)−1(t(β)) does not contain any element of
A, and from the definition of d(β) it follows that d(β) is contained in some block
of Λβα. This proves (c). Since the pre-image of t(β) does not intersect A, t(β)
can not belong to imst(βα), which completes the proof of (a) as well. Finally, (d)
follows from (a) and the lemma is proved. �

Corollary 14. Let β, γ ∈ T (l−1)
n . Then rank(βαγα) ≥ rank(βα)−1 and Λβαγα

is obtained from Λβα by uniting (βα)−1(b(γ)) and (βα)−1(t(γ)).

Proof. βα maps the blocks of Λβα to im(βα) ⊂ A. Computing Λβαγα we should
unite those blocks of Λβα, whose images belong to the same block of Λγα. However,
Lemma 13(c) says that there is a unique block in Λγα, which contains more than
one element from A, and this block contains d(γ). The statement follows. �

Corollary 15. Let β, γ ∈ T (l−1)
n be such that β ∗ γ ∈ T (l−1)

n . Then
(a) d(β ∗ γ) = d(β).
(b) t(β ∗ γ) = t(γ).

Proof. (a) follows from Lemma 13(c). To prove (b) consider βαγα. From
Lemma 13(c) we have (γα)−1(t(γ)) ∩ A = ∅, which obviously implies that
(βαγα)−1(t(γ)) = ∅. The statement now follows from the definition of the tri-
fle element. �

Now we can describe all minimal isolated subsemigroups in T (l−1)
n .

Corollary 16. Let ε ∈ T (l−1)
n be an idempotent given by (3). Then

√
ε is a

minimal isolated subsemigroup of (Tn, ∗).

Proof. Because of Proposition 3 we need only to prove that
√
ε is a semigroup.

Let β, γ ∈
√
ε. We obviously have Λβα ⊂ Λβαγα. By Corollary 14, Λβαγα is

obtained from Λβα uniting the pre-image of t(γ) (= t(β)) with that of b(γ) (=
b(β)). By Lemma 13(d), the element βαγα induces a permutation on the set
A \ {t(β)}, in particular, rank(βαγα) ≥ l − 1. On the other hand, it follows that
rank(βαγα) ≤ l− 1. Hence rank(βαγα) = l− 1. Note that (βαγα)∗m = (βαγα)m

since αα = α. Applying the previous arguments inductively we get Λ(βαγα)m =
Λβαγα and im((βαγα)m) = im(βαγα) for all m, in particular, it follows that
the stable rank of βαγα equals l − 1. As both βαγα and γ have stable rank
l − 1, we also deduce that imst(β ∗ γ) = imst(γ). Using d(β) = d(γ), we further
get Λst

β∗γ = Λst
β = Λβαγα. In particular, if m is such that (βαγα)∗m = ν is an

idempotent, then Λν = Λε and imst(ν) = imst(ε), which implies that ν = ε since
every idempotent in (Tn, ∗) is uniquely defined by the corresponding Λ and the
image, see Theorem 5. Therefore β ∗ γ ∈

√
ε and hence

√
ε is indeed a semigroup.

The statement follows. �

Proposition 17. (a) For every k,m ∈ {1, . . . , l}, k 6= m, the set T (l−1,k,m)
n is

an isolated subsemigroup of (Tn, ∗).
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(b) For every k ∈ {1, . . . , l} the set T (l−1,k)
n is an isolated subsemigroup of (Tn, ∗).

(c) For every k,m ∈ {1, . . . , l}, k 6= m, the set T (l−1,k,m)
n ∪T (l−1,m,k)

n is an isolated
subsemigroup of (Tn, ∗).

(d) Let ε1 6= ε2 be two idempotents in T (l−1)
n . Assume that d(ε1) 6= d(ε2) and

t(ε1) 6= t(ε2). Then
√
ε1 ∗

√
ε2 is not contained in T (l−1)

n .

Proof. The statement (a) follows from (b) and (c) using (I).
To prove (b) let us first consider the case when α = id. In this case the only

idempotents T (l−1,k)
n contains are εm,k, m ∈ {1, . . . , k − 1, k + 1, . . . , n}, defined

as follows:

εm,k =
(

1 2 . . . k − 1 k k + 1 . . . n
1 2 . . . k − 1 m k + 1 . . . n

)
.(4)

If β ∈ Tn is such that βj = εm,k for some m and j > 0 then rank(β) = n − 1
and β induces a permutation on N \ {k}. On the other hand, if β is not invertible
and induces a permutation on N \ {k}, it must have rank n − 1. It follows that
the set ∪m6=k

√
εm,k consists of all noninvertible elements in Tn, which induce a

permutation onN\{k}. In particular, this set is closed with respect to composition
and hence is a subsemigroup. Since it is a union of isolated subsemigroups by
Corollary 16, it is an isolated subsemigroup itself by Proposition 2. Hence (b) is
true in the case of invertible α. In the general case consider the homomorphism
ϕ : (Tn, ∗) → T (A). Let T (A)(l−1,k) denote the set of all elements in T (A)
of stable rank l − 1 and with the trifle element ak. Let β ∈ T (l−1,k)

n . Then from
Lemma 13 it follows that αβα has rank l−1 and induces a permutation on A\{ak}.
In particular, ϕ(β) ∈ T (A)(l−1,k). On the other hand, if ϕ(β) ∈ T (A)(l−1,k)

then strk(β) = l − 1 and t(β) = ak, that is β ∈ T (l−1,k)
n . This implies that

T (l−1,k)
n = ϕ−1(T (A)(l−1,k)). Since T (A)(l−1,k) is an isolated subsemigroup of
T (A), we get, using (VIII), that T (l−1,k)

n is an isolated subsemigroup of (Tn, ∗).
This proves (b). The statement (c) is proved by analogous arguments (that is one
first checks it in the case α = id and then uses ϕ−1).

Finally, to prove (d) we show that strk(ε1 ∗ ε2) < l − 1 if d(ε1) 6= d(ε2) and
t(ε1) 6= t(ε2). Obviously strk(ε1 ∗ ε2) ≤ rank(ϕ(ε1)ϕ(ε2)) and ϕ(εi) = εb(εi),t(εi)

for i = 1, 2 (here we use the notation similar to (4)). Under our assumption a
direct calculation shows that rank((εb(ε1),t(ε1)εb(ε2),t(ε2))

2) = l− 2. The statement
(d) follows and hence the proof is complete. �

Now we would like to present various constructions of isolated subsemigroups
in T (l−1)

n . We start with the one which corresponds to the case described in
Proposition 17(a).

Fix k,m ∈ {1, . . . , l}, k 6= m. Let U (k,m) denote the set of all unordered
partitions of N into l − 1 disjoint blocks satisfying the condition that every block
contains at least one element from A and that ak and am are contained in the same
block. Note that U (k,m) = U (m,k). Let further V(k) denote the set of all sets of the
form {b1, . . . , bk−1, bk+1, . . . , bl}, where bi ∈ Ai for all i = 1, . . . , k− 1, k+ 1, . . . , l.
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For k,m ∈ {1, . . . , l}, k 6= m, ∅ 6= X ⊂ U (k,m), and ∅ 6= Y ⊂ V(k), let
H(k,m,X, Y ) denote the union of all

√
ε, where ε ∈ T (l−1,k,m)

n is an idempotent
such that Λε ∈ X and im(ε) ∈ Y . For H(k,m,X, Y ) we can prove an analogue of
Proposition 11 and Corollary 12.

Proposition 18. Let k,m ∈ {1, . . . , l}, k 6= m.
(a) For every Λ ∈ U (k,m) and I ∈ V(k) there exists a unique idempotent, ε(Λ, I),

such that Λε(Λ,I) = Λ and im(ε(Λ, I)) = I.
(b) The decomposition

T (l−1,k,m)
n =

⋃
(Λ,I)∈U(k,m)×V(k)

√
ε(Λ, I)

into a disjoint union of subsets defines a congruence on T (l−1,k,m)
n , the quo-

tient modulo which is isomorphic to the rectangular band U (k,m) × V(k).
(c) For every ∅ 6= X ⊂ U (k,m) and ∅ 6= Y ⊂ V(k) the set H(k,m,X, Y ) is an

isolated subsemigroup of (Tn, ∗).
(d) Every isolated subsemigroup of T (l−1,k,m)

n is equal to H(k,m,X, Y ) for appro-
priate X and Y .

(e) T (l−1,k,m)
n contains 2|U

(k,m)|+|V(k)|−2|U
(k,m)|−2|V

(k)|+1 isolated subsemigroups.

Proof. The statement (a) follows from Theorem 5. Let (Λ, I), (Λ′, I ′) ∈ U (k,m)×
V(k), β ∈

√
ε(Λ, I) and γ ∈

√
ε(Λ′, I ′). From Proposition 17(a) we have β ∗ γ ∈

T (l−1,k,m)
n , in particular, strk(β ∗γ) = l−1. Hence, using b(β) = b(γ), t(β) = t(γ),

and Corollary 14, we get Λst
β∗γ = Λst

β . Moreover, Corollary 15(b) and Lemma 13(a)
imply imst(β ∗ γ) = imst(γ). Thus β ∗ γ ∈

√
ε(Λ, I ′), which implies (b). The rest

is proved by the same arguments as in Proposition 11 and Corollary 12. �

Our next construction corresponds to the case described in Proposition 17(c).
For k,m ∈ {1, . . . , l}, k 6= m, and ∅ 6= X ⊂ U (k,m) = U (m,k), let K({k,m}, X)
denote the union of all

√
ε, where ε ∈ T (l−1,k,m)

n ∪ T (l−1,m,k)
n is an idempotent

such that Λε ∈ X.

Proposition 19. Let k,m ∈ {1, . . . , l}, k 6= m.
(a) For every X as above the set K({k,m}, X) is an isolated subsemigroup of

T (l−1,k,m)
n ∪ T (l−1,m,k)

n .
(b) Every isolated subsemigroup of T (l−1,k,m)

n ∪ T (l−1,m,k)
n , which intersects both

T (l−1,k,m)
n and T (l−1,m,k)

n in a non-trivial way, is equal to the semigroup
K({k,m}, X) for an appropriate X.

(c) The number of isolated subsemigroups of T (l−1,k,m)
n ∪ T (l−1,m,k)

n , which inter-
sect both subsemigroups T (l−1,k,m)

n and T (l−1,m,k)
n in a non-trivial way, equals

2(l − 1)n−l
− 1.

Proof. That both K({k,m}, X)∩T (l−1,k,m)
n and K({k,m}, X)∩T (l−1,m,k)

n are
subsemigroups follows from Proposition 18. Let Λ,Λ′ ∈ X, I ∈ V(k), I ′ ∈ V(m),
β ∈

√
ε(Λ, I) and γ ∈

√
ε(Λ′, I ′). From Proposition 17(c) we have strk(β ∗ γ) =
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l − 1. Hence, using d(β) = d(γ) and Corollary 14, we get Λst
β∗γ = Λst

β = Λ ∈ X.
Further, d(β ∗ γ) = d(β) by Corollary 15(a). Thus β ∗ γ ∈ K({k,m}, X) and the
claim (a) follows.

Let now T be an isolated subsemigroup of T (l−1,k,m)
n ∪ T (l−1,m,k)

n , which inter-
sects both T (l−1,k,m)

n and T (l−1,m,k)
n in a non-trivial way. Set

X = {Λst
β : β ∈ T}.

Then T ⊂ K({k,m}, X).
Let now Λ ∈ X and β ∈ T ∩ T (l−1,m,k)

n be an idempotent such that Λβ = Λ.
Then for any γ ∈ T (l−1,m,k)

n ∩T from Corollary 15 it follows that β∗γ ∈ T (l−1,m,k)
n ,

and as both β and β ∗ γ have stable rank l − 1, it also follows that Λst
β = Λst

β∗γ .
This means that

X = {Λst
β : β ∈ T ∩ T (l−1,m,k)

n } = {Λst
β : β ∈ T ∩ T (l−1,k,m)

n }.(5)

Now let ε be an idempotent of T (l−1,k,m)
n ∩T given by (3). Let i ∈ {1, . . . , nt(ε)−

1, nt(ε) + 1, . . . , l} and e′i ∈ Ai be some element different from ei. Consider the
idempotent ε′ defined as follows:

ε′(x) =

{
ε(x), x 6∈ Ei;
e′i, otherwise.

Obviously Λε′ = Λε.

Lemma 20. ε′ ∈ T .

Proof. Because of (5) we can fix an idempotent β ∈ T (l−1,m,k)
n ∩ T such that

Λβ = Λε. Consider now the element γ ∈ Tn defined as follows:

γ(x) =


e′i, x = t(ε);
ei, x ∈ Enb(ε), x 6= t(ε);
enb(ε), x ∈ Ei, x 6= t(ε);
ε(x), otherwise.

From the definitions we have γ ∗ γ = ε and hence γ ∈ T . In particular, β ∗ γ ∈ T .
As both β ∗ γ and β have rank l − 1, we have Λβ∗γ = Λβ = Λε = Λε′ .

We further have strk(β ∗ γ) = l − 1, im(γ) = im(ε) ∪ {e′i}, and, finally, ei 6∈
im(β ∗ γ) because (αγ)−1(ei) = Ab(ε) = At(β). Together these imply that the
stable image of β ∗ γ is

imst(β ∗ γ) = (im(ε) ∪ {e′i}) \ {ei} = imst(ε′).

Thus the element β ∗ γ ∈ T satisfies Λβ∗γ = Λε′ and imst(β ∗ γ) = imst(ε′),
implying β ∗ γ ∈

√
ε′, which means ε′ ∈ T . �

Lemma 20 basically says that if T contains an idempotent with a certain kernel
and a certain image, then T also contains an idempotent with the same kernel, but
in which the image is different by one element, arbitrarily chosen in arbitrary block
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Ai. From this fact, formula (5), and the definition of the semigroup K({k,m}, X)
it follows easily that we have the inclusion T (l−1,k,m)

n ∩K({k,m}, X) ⊂ T . Anal-
ogously we obtain T (l−1,m,k)

n ∩K({k,m}, X) ⊂ T and hence K({k,m}, X) = T ,
which proves the statement (b).

To prove (c) we only have to observe that the (non-empty) set X can be chosen
in 2(l−1)n−l − 1 different ways. �

Our last construction corresponds to the case given by Proposition 17(b). For
k ∈ {1, . . . , l}, M ⊂ {a1, . . . , ak−1, ak+1, . . . , al}, |M | > 1, and ∅ 6= Y ⊂ V(k), let
L(k,M, Y ) denote the union of all

√
ε, where ε ∈ T (l−1,k)

n is an idempotent such
that b(ε) ∈M , im(ε) ∈ Y .

Proposition 21. Let k ∈ {1, . . . , l}.
(a) For every M and Y as above the set L(k,M, Y ) is an isolated subsemigroup

of T (l−1,k)
n .

(b) Every isolated subsemigroup of T (l−1,k)
n , which is not contained in any T (l−1,k,m)

n ,
is equal to the semigroup L(k,M, Y ) for appropriate M and Y .

(c) The number of isolated subsemigroups of T (l−1,k)
n , which are not contained in

any T (l−1,k,m)
n , equals (2l−1 − l)(2p − 1), where p =

∏
i 6=k |Ai|.

Proof. One proves (a) using Lemma 13, Corollary 15 and Proposition 17(b).
The statement (c) follows from (b) by a standard combinatorial calculation. We
prove (b).

Let T be an isolated subsemigroup of T (l−1,k)
n , which is not contained in any

T (l−1,k,m)
n . Set

M = {b(β) : β ∈ T}, and Y = {imst(β) : β ∈ T}.

Then |M | > 1 by our assumption and thus T ⊂ L(k,M, Y ). The non-trivial part
is to prove that L(k,M, Y ) ⊂ T . Lemma 13, Corollary 15 and Proposition 17(b)
tell us that for β, γ ∈ T we have b(β ∗ γ) = b(β) and imst(β ∗ γ) = imst(γ). In
particular, this implies that for fixed am ∈M and I ∈ Y there always exists some
idempotent ε ∈ T given by (3), such that b(ε) = am and im(ε) = I.

As |M | > 1, for the same reason we can also fix another idempotent τ ∈ T such
that b(τ) 6= am and im(τ) = I. Set

Λ = Λε = E1 ∪ · · · ∪ Ek−1 ∪ Ek+1 ∪ · · · ∪ El

and recall that ai ∈ Ei for all i = 1, . . . , k− 1, k+1, . . . , l, ak ∈ Em. We will need
the following statement:

Lemma 22. Let x ∈ N \A and assume that x ∈ Es. Let t ∈ {1, . . . , k− 1, k+
1, . . . , l}, t 6= s. Define

Λ′ = E′
1 ∪ · · · ∪ E′

k−1 ∪ E′
k+1 ∪ · · · ∪ E′

l
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in the following way: for i = 1, . . . , k − 1, k + 1, . . . , l set

E′
i =


Ei, i 6= s, t;
Es \ {x}, i = s;
Et ∪ {x}, i = t.

Then T contains some γ such that b(γ) = am, imst(γ) = I and Λst
γ = Λ′.

Proof. Let σ be any permutation of 1, . . . , k − 1, k + 1, . . . , l such that σ(t) =
nb(τ) and σ(s) = nb(ε) (such σ exists since b(ε) 6= b(τ)). Consider the element
β ∈ Tn defined as follows:

β(x) = ak,

β(Es \ {x}) = eσ(s),

β(Ei) = eσ(i) for all i ∈ {1, . . . , l} \ {k, s}.

One checks that β ∈
√
ε ⊂ T , thus γ = β ∗ τ ∈ T . However, Corollary 14 implies

that Λγ = Λ′. That b(γ) = am, im(γ) = I follows from Corollary 15. This
completes the proof. �

Using Lemma 22 inductively (starting from ε), one shows that for every Λ̃ ∈
U (k,m) the semigroup T contains an idempotent ε̃ such that Λε̃ = Λ̃, b(ε̃) = am,
and im(ε̃) = I. The statement of the proposition follows. �

Now we can gather the harvest of the hard work above.

Corollary 23. Let T be an isolated subsemigroup of (T (l−1)
n , ∗). Then either

T = H(k,m,X, Y ) for some appropriate k, m, X, and Y , or T = K({k,m}, X)
for some appropriate {k,m} and X, or T = L(k,M, Y ) for some appropriate k,
M , Y .

Proof. Let T be an isolated subsemigroup of (T (l−1)
n , ∗). Proposition 17(d)

implies that either T ⊂ T (l−1,k,m)
n ∪ T (l−1,m,k)

n for some appropriate m and k or
T ⊂ T (l−1,k)

n for some appropriate k.
If T ⊂ T (l−1,k,m)

n ∪ T (l−1,m,k)
n and T ⊂ T (l−1,k)

n at the same time, then
T ⊂ T (l−1,k,m)

n and hence T = H(k,m,X, Y ) for some appropriate X and Y
by Proposition 18.

If T ⊂ T (l−1,k,m)
n ∪ T (l−1,m,k)

n but T 6⊂ T (l−1,k)
n and T 6⊂ T (l−1,m)

n , then T =
K({k,m}, X) for some appropriate X by Proposition 19.

Finally, if T ⊂ T (l−1,k)
n but T 6⊂ T (l−1,k,m)

n for any m, then T = L(k,M, Y ) for
some appropriate M and Y by Proposition 21. This completes the proof. �

4.3. The case of stable rank at most l−2. During this subsection we assume
that l > 2.

Proposition 24. Let T be an isolated subsemigroup of (Tn, ∗) such that T 6⊂
T (l)

n ∪ T (l−1)
n . Then T ⊃ Tn \ T (l)

n .
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To prove this we will need the following lemmas, in which without loss of gen-
erality we assume that ei ∈ Ai for all i = 1, . . . , k:

Lemma 25. Let T be an isolated subsemigroup of (Tn, ∗). Assume that T
contains an idempotent ε of rank k, given by (1), where 1 < k < l − 1. Then T
contains an idempotent of rank k − 1 or less.

Proof. Assume first that at least one of E′
is contains at least three elements from

A. Without loss of generality we may assume that E1 ⊃ {a1, al, al−1}. Consider
the following elements:

β =
(
E1 \ {al−1} E2 . . . Ek al−1

e1 e2 . . . ek al

)
,

γ =
(
E1 \ {al} E2 . . . Ek al

e1 e2 . . . ek al−1

)
,

ν =
(
E1 \ {al} E2 E3 . . . Ek al

e1 al e3 . . . ek e2

)
.

We have β ∗β = γ ∗γ = ε and hence β, γ ∈ T . Thus T contains the element γ ∗β.
But ν ∗ ν = γ ∗ β, implying ν ∈ T . At the same time rank(ν ∗ β ∗ ν ∗ β) = k − 1
and the statement follows.

Let us now assume that none of the idempotents in T of rank at most l − 2
contains a block in the kernel having three or more elements from A. Then,
without loss of generality, we can assume that {a1, al} ⊂ E1 and {a2, al−1} ⊂ E2.
Consider the following elements:

β =
(
E1 \ {al} E2 E3 . . . Ek al

e2 e1 e3 . . . ek al−1

)
,

γ =
(
E1 E2 \ {al−1} E3 . . . Ek al−1

e2 e1 e3 . . . ek al

)
,

ν =
(
E1 E2 \ {al−1} E3 . . . Ek al−1

e2 e1 e3 . . . ek al−1

)
.

We have β ∗ β = γ ∗ γ = ε and hence β, γ ∈ T , in particular, γ ∗ β ∈ T . At the
same time ν ∗ ν = γ ∗ β, forcing ν ∈ T . But then a1, al and al−1 belong to the
same block of Λν∗ε. Thus the element ν ∗ ε ∗ ν ∗ ε, which is an idempotent in T of
rank at most l− 2, has a block with at least three elements from A. The obtained
contradiction completes the proof. �

Lemma 26. Let T be an isolated subsemigroup of (Tn, ∗). Assume that T
contains an idempotent of rank 1 and l > 2. Then T contains all idempotents of
(Tn, ∗), whose rank does not exceed l − 1.

Proof. First let us show that T contains all idempotents of rank 1. Without
loss of generality we can assume that T originally contains θ1 (the element with
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image {1}) and 1 ∈ A1. Let y ∈ A3. Consider the following elements:

β =
(
A1 A2 . . . Al

1 a1 . . . al−1

)
,

γ =
(
A1 A2 A3 . . . Al−1 Al

1 y a4 . . . al 1

)
,

ν =
(
A1 A2 A3 A4 . . . Al

y y 1 a4 . . . al

)
.

We have β∗n = γ∗n = θ1 and hence β, γ ∈ T . In particular, β ∗ γ ∈ T . But
ν ∗ ν = β ∗ γ, hence ν ∈ T . At the same time θ1 ∗ ν = θy and thus θy ∈ T . This
actually shows that θy ∈ T for all y 6∈ A1. But then, taking any idempotent of
rank one with the image outside A1, from the above it also follows that θy ∈ T
for all y ∈ A1. Observe that the construction above does not work in the cases
l = 1, 2.

Now let ε be an idempotent of (Tn, ∗) of rank k ≤ l − 1 given by (1). Without
loss of generality we may assume al ∈ E1. Consider the following elements:

β =
(
E1 E2 E3 . . . Ek−1 Ek

e1 a3 a4 . . . ak al

)
,

γ =
(
N \ {a3, . . . , ak, al} a3 a4 . . . ak al

e1 e2 e3 . . . ek−1 ek

)
.

From the first part of the proof we have θe1 ∈ T . We further have β∗n = γ∗n = θe1

and hence β, γ ∈ T . At the same time β ∗ γ = ε also must belong to T . This
completes the proof. �

Now we are ready to prove Proposition 24:

Proof of Proposition 24. If T 6⊂ T (l)
n ∪ T (l−1)

n , it must contain an idempotent
of rank l − 2 or less. Applying Lemma 25 inductively we obtain that T must
contain an idempotent of rank 1. From Lemma 26 it now follows that T contains
all idempotents of rank ≤ l − 1. Since T is isolated, we derive that T ⊃ Tn \ T (l)

n

and complete the proof. �

4.4. General classification of isolated subsemigroups. After the hard work
in Subsections 4.1–4.3 we can now complete the classification of all isolated sub-
semigroups of (Tn, ∗) relatively easily. We write Tn as the disjoint union of the
sets T (l)

n , T (l−1)
n , and Z = Tn \ (T (l)

n ∪ T (l−1)
n ), and for every collection of these

sets we will classify all isolated subsemigroups, which have non-trivial intersections
exactly with the elements of this collection.

Theorem 27. Let T be an isolated subsemigroup of (Tn, ∗). Then T is one of
the following:

(i) F (X,Y ) for appropriate X ⊂ X and Y ⊂ Y (see Subsection 4.1);
(ii) H(k,m,X, Y ) for appropriate k,m ∈ {1, . . . , l}, k 6= m, X ⊂ U (k,m), and

Y ⊂ V(k), if l > 1 (see Subsection 4.2);
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(iii) K({k,m}, X) for appropriate {k,m} ⊂ {1, . . . , l}, k 6= m, and X ⊂ U (k,m),
if l > 1 (see Subsection 4.2);

(iv) L(k,M, Y ) for appropriate k ∈ {1, . . . , l}, Y ⊂ V(k), and

M ⊂ {a1, . . . , ak−1, ak+1, . . . , al}, |M | > 1,

if l > 1 (see Subsection 4.2);
(v) Tn \ T (l)

n , if l > 2;
(vi) F (X,Y ) ∪ (Tn \ T (l)

n ), for appropriate X ⊂ X and Y ⊂ Y, if l > 1.
All subsemigroups in the above list are different, in particular, the list above gives
a complete classification of isolated subsemigroups of (Tn, ∗).

Proof. We have to consider the following cases:
Case 1: T intersects only with T (l)

n . In this case Corollary 12 gives (i).
Case 2: T intersects only with T (l−1)

n . This makes sense only if l > 1. In this
case Corollary 23 gives (ii), (iii) and (iv).
Case 3: T intersects only with Z. This makes sense only if l > 2, when it is not
possible by Proposition 24.
Case 4: T intersects only with Z and T (l)

n . This makes sense only if l > 2, when
it is not possible by Proposition 24.
Case 5: T intersects only with Z and T (l−1)

n . This makes sense only for l > 2.
Since Tn \ T (l)

n is an ideal and the complement of an isolated subsemigroup, it is
an isolated subsemigroup itself. Hence in this case Proposition 24 gives (v).
Case 6: T intersects only with T (l)

n and T (l−1)
n . This makes sense only for l > 1.

Let ε ∈ T be an idempotent of rank l and ν ∈ T be an idempotent of rank
l − 1. Corollary 6 implies that for any permutation on A there exists an element
from G(ε) which induces this fixed permutation on A. In particular, if l > 2 then,
multiplying ν from the left and from the right with the elements from G(ε), we can
change b(ν) and t(ν) in an arbitrary way. Thus we can find some ν′ ∈ T ∩ T (l−1)

n

such that neither d(ν) = d(ν′) nor t(ν) = t(ν′) holds. From Proposition 17(d) it
follows that such T must intersect with Z, a contradiction. Hence for l > 2 this
case is not possible.

Let us now assume that l = 2. Then T ∩ T (2)
n = F (X,Y ) for appropriate X

and Y because of Corollary 12. Further, Proposition 19(b) implies that T ∩T (1)
n =

T (1)
n = Tn \ T (2)

n , which gives the case (vi) for l = 2.
Case 7: T intersects with T (l)

n , T (l−1)
n and Z. This makes sense only if l > 2. In

this case Proposition 24 implies that T contains the ideal Tn\T (l)
n . The intersection

with T (l)
n should be one of F (X,Y ) and since Tn \ T (l)

n is an ideal, it follows that
the union F (X,Y ) ∪ (Tn \ T (l)

n ) is a semigroup for all possible X and Y . It is
isolated by Proposition 2. This gives (vi).

Since all possible cases are considered, the statement follows. �

Corollary 28. Let ε ∈ E(Tn, ∗). Then
√
ε is a subsemigroup if and only if

rank(ε) = l or rank(ε) = l − 1.
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Corollary 29. Set p =
∏l

i=1 |Ai| and for k = 1, . . . , l set pk =
∏

i 6=k |Ai|. Then

(a) for l = 1 the semigroup (Tn, ∗) contains 2n − 1 isolated subsemigroups;
(b) for l = 2 the semigroup (Tn, ∗) contains

2
(
22n−2+p − 22n−2

− 2p
)

+ 2p1 + 2p2 + 1

isolated subsemigroups;
(c) for l > 2 the semigroup (Tn, ∗) contains(
l

2

)(
2(l−1)(n−l)

− 1
)

+
l∑

k=1

(l − 1) · (2(l−1)n−l+pk − 2(l−1)n−l

− 2pk + 1)

+
l∑

k=1

(2l−1 − l)(2pk − 1) + 2 · (2ln−l+p − 2ln−l

− 2p + 1) + 1

isolated subsemigroups.

Proof. All statements follow from Theorem 27, Proposition 11(d), Proposi-
tion 18(e), Proposition 19(c), and Proposition 21(c) using standard combinatorial
computations. �

5. Classification of other types of isolated subsemigroups

5.1. The case when the sandwich element has rank l > 1.

Theorem 30. Let l > 1. Then
1. CI(Tn, ∗) = {Tn, T (l)

n , Tn \ T (l)
n }

∪{F (X,Y), F (X,Y) ∪ (Tn \ T (l)
n ) : X ⊂ X , X 6= ∅,X}

∪{F (X , Y ), F (X , Y ) ∪ (Tn \ T (l)
n ) : Y ⊂ Y, Y 6= ∅,Y}.

2. RC(Tn, ∗) = {Tn} ∪ {F (X , Y ) : Y ⊂ Y, Y 6= ∅}.
3. LC(Tn, ∗) = {Tn} ∪ {F (X,Y) : X ⊂ X , X 6= ∅}.
4. C(Tn, ∗) = {Tn, T (l)

n }.

Proof. We prove 1. and leave the proof of the other statements to the reader.
Because of (IX), to prove 1. it is enough to check which of the semigroups listed
in Theorem 27 are completely isolated, that is they have a complement, which is
a semigroup itself.
F (X,Y ) is a subsemigroup if and only if T (l)

n \ F (X,Y ) is a subsemigroup.
Using Proposition 11(c) we easily obtain that the latter is equivalent to X = X or
Y = Y, that is F (X,Y ) ∈ CI(Tn, ∗) if and only if X = X or Y = Y.

If H(k,m,X, Y ) is completely isolated, then H(k,m,X, Y ) is completely iso-
lated as well, in particular, it is isolated. However, it contains T (l)

n and intersects
with T (l−1)

n , which, by Theorem 27, implies that H(k,m,X, Y ) = Tn, a contradic-
tion. Hence H(k,m,X, Y ) is not completely isolated. The same arguments also
imply that neither the subsemigroup K({k,m}, X) nor L(k,M, Y ) is completely
isolated.
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Tn \ T (l)
n is completely isolated as the complement to the completely isolated

subsemigroup T (l)
n = F (X ,Y).

Finally, the complement to F (X,Y )∪(Tn\T (l)
n ) belongs to T (l)

n and is completely
isolated if and only if F (X,Y )∪(Tn\T (l)

n ) is. The above classification of completely
isolated subsemigroups of T (l)

n implies that F (X,Y ) ∪ (Tn \ T (l)
n ) is completely

isolated if and only if X = X or Y = Y. This completes the proof. �

5.2. The case when the sandwich element has rank 1.

Proposition 31. Assume that α = θ1. Then
(a) E(Tn, ∗) = {θi : i = 1, . . . , n}.
(b) I(Tn, ∗) = CI(Tn, ∗) = RC(Tn, ∗) =

{⋃
i∈X

√
θi : ∅ 6= X ⊂ N

}
.

(c) LC(Tn, ∗) = C(Tn, ∗) = {Tn}.
Proof. The statement (a) follows from Theorem 5(a). The statement about

I(Tn, ∗) follows from Theorem 27. Lemma 9(c) implies that in the case α = θ1
every isolated subsemigroup of (Tn, ∗) is right convex, in particular, is completely
isolated. This proves (b). Again Lemma 9(c) implies that in the case α = θ1 every
proper subsemigroup of (Tn, ∗) can neither be left convex nor convex. This proves
(c) and completes the proof. �

6. The case of the classical Tn

In this section we separately formulate the main statement for the extreme case
l = n, that is for the case of the classical Tn, since this is clearly a case of in-
dependent interest. For m, k ∈ N , m 6= k, let εm,k be defined as in (4). In this
subsection we assume that α = id, that is (Tn, ∗) = Tn. Recall (see Corollary 6)
that the maximal subgroup G(εm,k) consists of all β ∈ Tn such that β(m) = β(k)
and which induce a permutation on N \ {k}.

Proposition 32. (a) I(T1) = CI(T1) = LC(T1) = RC(T1) = C(T1) = {T1}.
(b) (i) I(T2) = {T2,S({1, 2}), T2 \ S({1, 2}), G(ε1,2), G(ε2,1)}.

(ii) CI(T2) = {T2,S({1, 2}), T2 \ S({1, 2})}.
(iii) LC(T2) = RC(T2) = C(T2) = {S({1, 2}), T2}.

(c) Let n > 2. Then
(i) I(Tn) = {Tn,S(N), Tn \ S(N)}

∪
{⋃

m∈M G(εm,k) : k ∈ N, ∅ 6= M ⊂ N \ {k}
}

∪{G(εm,k) ∪G(εk,m) : m, k ∈ N,m 6= k} .
(ii) CI(Tn) = {Tn,S(N), Tn \ S(N)}.
(iii) LC(Tn) = RC(Tn) = C(Tn) = {S(N), Tn}.

Proof. The statement (c) follows from Theorem 27 and Theorem 30. The state-
ments (a) and (b) are obvious. �
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