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LOCAL TRAINING AND ENRICHMENT BASED ON A RESIDUAL
LOCALIZATION STRATEGY∗

TIM KEIL, MARIO OHLBERGER, FELIX SCHINDLER, AND JULIA SCHLEUß†

Abstract. To efficiently tackle parametrized multi and/or large scale problems, we propose an
adaptive localized model order reduction framework combining both local offline training and local
online enrichment with localized error control. For the latter, we adapt the residual localization
strategy introduced in [Buhr, Engwer, Ohlberger, Rave, SIAM J. Sci. Comput., 2017] which allows
to derive a localized a posteriori error estimator that can be employed to adaptively enrich the
reduced solution space locally where needed. Numerical experiments demonstrate the potential of
the proposed approach.
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1. Introduction. In this contribution we are concerned with reduced basis
model order reduction for parameterized elliptic partial differential equations, see,
e.g., [4]. The objective is to compute efficient and certified approximate solutions of
parametrized multi and/or large scale problems. Especially if repeated simulations of
complex heterogeneous problems for different parameters are required as, for instance,
within optimization or inverse problems, a numerical approximation via standard tech-
niques such as the finite element method often becomes prohibitively expensive. To
overcome this issue, we propose an adaptive localized model order reduction frame-
work, which completely avoids any expensive global fine scale computations and only
requires local fine scale computations for both the construction of local reduced basis
functions and the error estimation. Moreover, the approach is easily parallelizable
and thus well-suited to be employed on modern computer architectures.

In the offline phase, we precompute a set of carefully chosen problem-adapted
local basis functions that serves as an initial reduced basis. To this end, we exploit
the methodology of optimal local approximation spaces, see, e.g., [2, 15, 18, 19, 20],
and their efficient approximation using techniques from randomized numerical linear
algebra [8, 10]. Next, in the online phase, we use a localized residual-based a posteriori
error estimator to investigate the accuracy of the reduced solution for any given new
parameter. As the error estimator is localized, we can exploit it to adaptively enrich
the reduced solution space locally where necessary, cf. [1, 17]. The approach thus
guarantees the accuracy of reduced solutions given any possibly insufficient reduced
basis. The guiding idea allowing for localized error control is to employ and adapt the
residual localization strategy proposed in [6] which enables to localize the computation
of the dual norm of the residual. We also refer to [5, 9] for similar localization results.
Moreover, we note that the combination of offline training and online enrichment
allows to flexibly balance and shift workload based on, e.g., the respective application
or the employed computer architecture. A related approach combining offline training
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and online enrichment for component-based parametric model order reduction has
been recently proposed in [21].

For an overview on localized model order reduction methods we refer to [7]. Be-
sides, adaptive (localized) model order reduction methods have recently been success-
fully employed for solving PDE-constrained optimization problems in [12, 13, 14] and
parameter identification problems in [11].

The remainder of this paper is organized as follows. In Section 2 we introduce
the general problem setting and the discretization scheme used at full order level.
Subsequently, we propose the locally adaptive model order reduction framework in
Section 3 including both the offline training phase outlined in Section 3.1 and the
online enrichment phase with localized error control presented in Section 3.2. Finally,
we showcase numerical experiments in Section 4 to demonstrate the potential of the
proposed approach and draw conclusions in Section 5.

2. Problem setting and full order model. Let Ω ⊂ Rd denote a bounded
domain and let P ⊂ Rq with q ∈ N denote a parameter space. As a prototype of a
parametrized multi and/or large scale problem, we consider the following diffusion-
reaction problem (in weak formulation): For µ ∈ P find uµ ∈ H1

0 (Ω)
1 such that∫

Ω

κµ∇uµ∇v + rµuµv =

∫
Ω

fµv for all v ∈ H1
0 (Ω). (2.1)

Here, κµ ∈ L∞(Ω)d×d denotes a diffusion tensor and rµ ∈ L∞(Ω) denotes a reaction
rate which are both strictly positive, essentially bounded, and of possibly high contrast
and multiscale structure. Moreover, fµ ∈ L2(Ω) denotes a source term.

We assume that a non-overlapping decomposition of the computational domain Ω
is given by a coarse grid TH with subdomains Tj ∈ TH for 1 ≤ j ≤ NH as illustrated
in Figure 3.1(a). Moreover, each coarse subdomain Tj is further decomposed by a
local triangulation τh(Tj) that is assumed to resolve all fine scale features of the
parametrized multiscale problem (2.1) in order to guarantee accurate numerical ap-
proximations. On each coarse subdomain we consider a standard conforming piecewise
linear finite element space Vh(Tj) := S1(τh(Tj)). We emphasize that the proposed ap-
proach is not limited to this specific choice and any scheme suitable for discretizing
the considered problem could be employed. Furthermore, we couple local spaces in a
non-conforming way and thus define the global solution space as Vh :=

⊕NH

j=1 Vh(Tj),
which results in functions in Vh being two-valued on coarse inner grid faces.

We then define the full order model via a symmetric weighted interior penalty
discontinuous Galerkin scheme w.r.t. the coarse grid: Find uh,µ ∈ Vh such that

aDG(uh,µ, vh;µ) = lDG(vh;µ) for all vh ∈ Vh, (2.2)

where the DG bilinear form aDG is given by

aDG(vh, wh;µ) :=
∑

T∈TH

∫
T

κµ∇vh∇wh + rµvhwh +
∑

γ∈F(TH)

aγDG(vh, wh;µ)

and the linear form is given by lDG :=
∑

T∈TH

∫
T
fµvh. Here, F(TH) denotes the set

of all faces of TH and the DG coupling bilinear form aγDG for a face γ is given by

aγDG(vh, wh;µ) :=

∫
γ

⟨κµ∇vh · nγ⟩[wh] + ⟨κµ∇wh · nγ⟩[vh] +
σ{κµ∗}

hγ
[vh][wh].

1For simplicity of notation we here assume homogeneous Dirichlet boundary conditions on ∂Ω.
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A unique normal nγ pointing away from the adjacent subdomain T− is assigned to
each face γ ∈ F(TH), where an inner face is given by γ = T− ∩ T+ and a boundary
face is given by γ = T−∩∂Ω. Moreover, the weighted average and jump of a function
vh ∈ Vh across a coarse grid face γ are given by ⟨vh⟩ := w−

γ vh|T− + w+
γ vh|T+ and

[vh] := vh|T− − vh|T+ for an inner face and by ⟨vh⟩ := [vh] := vh for a boundary
face. For a chosen reference parameter µ∗ ∈ P and associated permeability κµ∗ ,
the weights w−

γ and w+
γ are given by w−

γ := κµ∗ |T−(κµ∗ |T+ + κµ∗ |T−)−1 and w+
γ :=

κµ∗ |T+(κµ∗ |T+ +κµ∗ |T−)−1. In addition, {κµ∗} amounts to half the harmonic average
of κµ∗ for an inner face and to κµ∗ |T− for a boundary face. Finally, the penalty
parameter σ is chosen carefully to ensure coercivity of aDG with respect to ∥ · ∥h, the
norm we equip Vh with which is given by

∥vh∥2h :=
∑

T∈TH

∥κµ∗∇vh∥2L2(T ) + ∥rµ∗vh∥2L2(T ) +
∑

γ∈F(TH)

σ{κµ∗}
hγ

∥[vh]∥2L2(γ).

3. Localized model order reduction. The key idea of the localized model
order reduction approach is to exchange the high-dimensional local spaces Vh(Tj) by
carefully chosen problem-adapted localized reduced basis spaces Vrb(Tj) ⊂ Vh(Tj)
of much smaller dimension. After construction, the reduced local spaces are again
coupled in a non-conforming fashion and we thus define the global reduced solution
space as Vrb :=

⊕NH

j=1 Vrb(Tj). The global reduced problem is then given by a Galerkin-
projection of (2.2) onto Vrb: For µ ∈ P find urb,µ ∈ Vrb such that

aDG(urb,µ, vrb;µ) = lDG(vrb;µ) for all vrb ∈ Vrb. (3.1)

To construct appropriate low-dimensional local approximation spaces, we propose a
combination of offline training and online enrichment with localized error control. We
highlight that in both steps only local fine scale problems need to be solved and no
global solves of problem (2.2) are required, neither for the construction of local reduced
basis functions nor for the error estimation. Moreover, as the local computations are
independent of each other, they are easily parallelizable.

3.1. Local offline training. We propose to perform a first offline training
phase, where a set of problem-adapted local basis functions in each of the coarse
subdomains is precomputed for some chosen training parameters. These basis func-
tions are then used as an initial reduced basis in the online phase.

For this purpose, we employ the well-established methodology of constructing
(quasi-)optimal local approximation spaces. In the following, we briefly outline the
main concepts and refer to, e.g., [2, 8, 15, 18, 19, 20] for further details.

Optimal local approximation spaces. The key idea and goal is to identify and
extract basis functions that are relevant for approximating the local solution space
of the PDE. For a given training parameter µtrain ∈ Ptrain in a finite set of training
parameters Ptrain ⊂ P and a local target subdomain T ∈ TH , we thus define a transfer
operator Pµtrain

OT→T whose range is the space of local solutions of the PDE (2.2) for µtrain

on T . In more detail, Pµtrain

OT→T

1. takes arbitrary Dirichlet boundary values on the boundary ∂OT of a larger
oversampling domain OT (typically one additional layer of coarse neighbour-
ing elements, see Figure 3.1(b) for an illustration),

2. solves the PDE (2.2) locally on OT for µtrain,

3. and restricts the corresponding solution to T .



TRAINING AND ENRICHMENT BASED ON RESIDUAL LOCALIZATION STRATEGY 79
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Fig. 3.1: (a) Non-overlapping domain decomposition into coarse subdomains. (b) Local subdomain T
with associated local oversampling domain OT . (c) Local error indicator domain Oη and local
estimator domain corresponding to coarse grid node η.

We here refer to, e.g., [2, 15, 18, 19, 20]. Since Pµtrain

OT→T is proven to be compact, its
singular value decomposition (SVD) can be employed to approximate its range. More
precisely, it can be shown that the space Λk spanned by the k leading left singular
vectors of Pµtrain

OT→T is an optimal approximation space in the sense of Kolmogorov,
meaning that it minimizes the approximation error among all linear spaces of dimen-
sion k. Moreover, we have that ∥Pµtrain

OT→T − projΛk
Pµtrain

OT→T ∥ = σk+1, where projΛk

denotes the orthogonal projection onto Λk and σk+1 is the k + 1st singular value2

of Pµtrain

OT→T . Due to the fast decay of singular values usually observed in numerical
experiments, few left singular vectors are sufficient for an accurate approximation of
the local solution space.

Quasi-optimal local approximation spaces. To further reduce computa-
tional costs and enable efficient parallel computations, we approximate the optimal
local space Λk via random sampling techniques [8, 10] and thus avoid computing the
exact SVD of Pµtrain

OT→T . To this end, we apply Pµtrain

OT→T to k+p randomly drawn Dirich-
let boundary values, i.e. we solve (2.2) locally on OT for µtrain and random boundary
values and restrict the solutions to T . Here, p is an oversampling parameter typically
not greater than 2 or 3. The space Λrand

k+p spanned by the k + p resulting local so-
lutions restricted to T yields an approximation that converges provably at a nearly
optimal rate of order

√
k σk+1. Moreover, based on a probabilistic a posteriori error

estimator a so-called randomized range finder algorithm has been proposed [8] that
adaptively constructs a local approximation space Λrand

m that satisfies the property
P(∥Pµtrain

OT→T − projΛrand
m

Pµtrain

OT→T ∥ ≤ tol) > (1− εfail), where the accuracy tol and the

failure probability εfail are prescribed by the user.3 For further details we refer to [8].
Finally, we define the initial local reduced approximation space Vrb(T ) as the span

of basis functions of the spaces Λrand
m for all training parameters µtrain and set the

initial global reduced solution space as Vrb :=
⊕

T∈TH
Vrb(T ) as introduced above.

3.2. Local online enrichment with localized error control. Having con-
structed an initial reduced basis as outlined above, in the online phase we aim to
evaluate the accuracy of reduced solutions for new parameters of interest and enrich
the current reduced solution space in case it is not rich enough yet. For this purpose,
we use a localized a posteriori error estimator that is derived based on a residual local-
ization strategy [5, 6, 9] and solve local enrichment problems if necessary, cf. [1, 17].
We thus achieve to again only carry out local fine scale computations and completely
avoid any computations that scale with the dimension of the global fine grid.

2For simplicity of notation we here omit the dependence of Λk and σk+1 on T and µtrain.
3For simplicity of notation we here omit the dependence of Λrand

m on T and µtrain. Moreover, we
note that the dimension m of the space Λrand

m depends on T , µrand, tol, and εfail.
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Localized error control based on residual localization. In [6] a reliable,
efficient, and locally computable a posteriori error estimator has been proposed. Its
derivation crucially relies on localizing the dual norm of the residual by exploiting
orthogonality of the residual with respect to lowest-order shape functions on the
coarse grid, more precisely partition of unity functions associated with the coarse grid
nodes. While in [6] an overlapping decomposition of the computational domain and a
conforming coupling of local approximation spaces via a partition of unity approach
is considered, we here transfer the result to the non-conforming setting. For further
details we refer to [6] and to [5, 9], where similar results have been shown.

To investigate the accuracy of the reduced solution urb,µnew ∈ Vrb (cf. prob-
lem (3.1)) for a new parameter of interest µnew ∈ P, we introduce the residual which
is for any parameter µ ∈ P and corresponding reduced solution urb,µ given by

R(urb,µ;µ) ∈ V ′
h, R(urb,µ;µ)[vh] := lDG(vh;µ)− aDG(urb,µ, vh;µ).

To avoid prohibitively expensive computations of the global dual norm of the residual,
which are required in classical a posteriori error estimates, we adapt the localization
strategy proposed in [6]. To this end, we introduce a partition of unity on the coarse
grid TH , where each function φpu

η is associated to a grid node η ∈ N (TH), and
the support of φpu

η is referred to as indicator domain Oη, see Figure 3.1(c) for an
illustration. For the localization result to hold, we moreover need to add φpu

η |T to the
local reduced space Vrb(T ) for all η that satisfy T ⊂ Oη for each subdomain T ∈ TH .
We then obtain the following localized estimator for the approximation error between
the solution of the full and the reduced order model (cf. (2.2) and (3.1)):

∥uh,µnew
− urb,µnew

∥h ≤ ∆loc(urb,µnew
;µnew)

:= α−1
µnew

Cpu,Vrb

( ∑
η∈N (TH)

∥R(urb,µnew
;µnew)∥2V (Oη)′

) 1
2

,
(3.2)

where αµnew
denotes the coercivity constant of aDG(·, · ;µnew) with respect to ∥ · ∥h

and V (Oη) denotes the restriction of Vh to Oη.
4

In addition to reliability, we highlight that ∆loc is an efficient error estimator,
cf. [6], and solely locally computable. To compute the dual norm of the residual
locally on the indicator domain Oη, a slightly larger estimator domain as depicted
in Figure 3.1(c) is required due to the non-conformity on coarse grid faces and the
resulting coupling terms in the bilinear form aDG.

As the localized error estimator (3.2) initially decomposes into node-based local
error indicators, we distribute the value of the local dual norms on all supporting
coarse subdomains to obtain element-based local error indicators:

δT,loc(urb,µnew
;µnew)

2 :=
∑

η∈N (TH), T⊂Oη

1

#{T ∈ TH |T ⊂ Oη}
∥R(urb,µnew

;µnew)∥2V (Oη)′
.

Local online enrichment. In case the local error indicator δT,loc derived above
indicates that the current reduced solution space Vrb is not rich enough in a local
subdomain T , we propose to solve the following local enrichment problem (cf. [1, 17])

4A detailed derivation of an upper bound for the partition of unity stability constant Cpu,Vrb
:=

supvh∈Vh\{0} ∥vh∥−1
h

(∑
η∈N (TH ) infvrb∈Vrb∩V (Oη) ∥projV (Oη)(φ

pu
η vh) − vrb∥2h

)1/2
would exceed

the scope of this article and is thus subject of a subsequent publication.
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on the associated oversampling domain OT (cf. Figure 3.1(b)): Find a local correction
ΨT,µnew

∈ Vh(OT ) such that

aDG

∣∣
OT

(urb,µnew
+ΨT,µnew

, vh;µnew) = lDG

∣∣
OT

(vh;µnew) for all vh ∈ Vh(OT ),

which amounts to solving the PDE locally on OT with the residual as right-hand side.
Here, Vh(OT ) denotes the restriction of Vh to OT . Finally, we then enrich the local
reduced approximation space Vrb(T ) with the restriction of ΨT,µnew

to T . In this way,
the local error indicator δT,loc facilitates the design of locally adaptive procedures in
which the reduced solution space Vrb is iteratively enriched locally where needed.

4. Numerical experiments. In this section, we demonstrate the potential of
the proposed localized model order reduction approach. To this end, we consider a
diffusion-reaction problem with highly heterogeneous parametric permeability. The
experiments have been performed using pyMOR5 [16] for the model order reduction as
well as dune-gdt6 and the DUNE framework [3] for the discretization.

We decompose the computational domain Ω = (0, 1)2 into NH = 8 × 8 = 64
equally sized coarse subdomains as depicted in Figure 4.1(a) and further discretize
each subdomain with a regular quadrilateral mesh with mesh size 2−8 in both di-
rections. We consider a parametrized heterogeneous diffusion-reaction problem of
the form (2.1) with a permeability κµ that is characterized by parametric high con-
ductivity channels as illustrated in Figure 4.1(b). By varying the parameter µ, the
conductivity within each of the seven channels is set individually in a range from 104

to 106. Moreover, we choose the reaction rate rµ ≡ 106 and the source term fµ ≡ 0.
We prescribe homogeneous Neumann boundary conditions on the right boundary of Ω
and Dirichlet boundary conditions on the left, top, and bottom boundary of Ω as de-
picted in Figure 4.1(c).7 In Figure 4.1(d) the solution of the full order model (cf.
problem (2.2)) for the channel configuration in Figure 4.1(b) is visualized, showing
that the distribution of mass in the channels increases with increasing conductivity.

(a)
100

102

104

106

(b)
0

1

(c)
0

1

(d)

Fig. 4.1: (a) Non-overlapping domain decomposition into 8 × 8 coarse subdomains. (b) Parametric
permeability κµ including channels with a conductivity ranging from 104 to 106. (c) Dirichlet
boundary values. (d) Solution of diffusion-reaction problem for channel configuration shown in (b).

Local offline training. For the offline training phase, we choose one training
parameter µtrain with associated permeability κµtrain

depicted in Figure 4.2(a). In
each coarse subdomain T ∈ TH , we then run the randomized range finder algorithm
from [8] outlined in Section 3.1 for µtrain, accuracy tol = 10−2, and failure proba-
bility εfail = 10−15 to initialize the local reduced solution space Vrb(T ). We thus

5see https://pymor.org
6see https://github.com/dune-gdt/dune-gdt
7We treat the inhomogeneous Dirichlet boundary conditions by introducing a shift function

that enters the right-hand side of the problem and then solve for homogeneous Dirichlet boundary
conditions on the respective part of the boundary.

https://pymor.org
https://github.com/dune-gdt/dune-gdt
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Fig. 4.2: (a) Permeability κµtrain for training parameter µtrain. (b) Local solution with random
boundary values. (c) Number of offline computed local basis functions in randomized range finder
algorithm [8] with accuracy tol = 10−2 and failure probability εfail = 10−15.

obtain P(∥Pµtrain

OT→T −projVrb(T )P
µtrain

OT→T ∥ ≤ 10−2) > (1−10−15), cf. Section 3.1. In Fig-
ure 4.2(c) we observe that we only require at most seven local basis functions in each
subdomain T to satisfy the latter property. Moreover, in Figure 4.2(b) a local solu-
tion with random Dirichlet boundary values on an oversampling domain as computed
within the randomized range finder algorithm and its restriction to the associated lo-
cal subdomain is depicted. Finally, we highlight that the computations for all coarse
subdomains are independent of each other and can thus be easily parallelized.

Local online enrichment with localized error control. In the online phase,
we use the localized error indicator δT,loc derived in Section 3.1 to locally investigate
the accuracy of the reduced solution for new requested parameters of interest and
enrich the reduced solution space locally where necessary. The four parameters chosen
online in this experiment vary the permeability in such a way that the permeability
in one of the channels is much higher than in the other channels, see Figure 4.3 (top)
for a visualization of the associated (full order) solutions.

0

1

2

3

4

5

0

1

2

3

0

1

2

3

4

0

1

2

3

Fig. 4.3: Top: (Full order) solutions for online requested parameters. Bottom: Number of online
computed local basis functions based on localized error indicator such that relative energy error is
less than 10−3.

In each of the four cases, we choose the offline computed basis (cf. Figure 4.2(c)
and the preceding paragraph) as the initial reduced basis. For the online enrichment
procedure, we then adaptively select subdomains T ∈ TH with the largest local error
indicator δT,loc until the sum of local error indicators (of selected subdomains) exceeds
50% of the global error estimate. In other words, we choose local subdomains with the
worst estimated local error that in sum contribute to at least 50% of the estimated
global error. We then enrich the local reduced approximation space Vrb(T ) for all
selected subdomains T as outlined in Section 3.1. In this way, we iteratively proceed
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until the relative energy error between the full and reduced order solution8 is less than
10−3.

In Figure 4.3 (bottom) we observe in each of the four cases that the location
of the online computed local basis functions exactly aligns with the location of the
channel whose permeability is changed due to the online requested parameter. We
thus infer that in this numerical experiment the localized error estimator accurately
detects local changes. Moreover, we emphasize that both the error estimation and
the solution of the online enrichment problems require only local computations that
can in addition easily be parallelized.

5. Conclusions. In this contribution, we proposed an adaptive localized model
order reduction framework to efficiently approximate solutions of parametrized multi
and/or large scale problems. The approach is based on both localized training and
adaptive local enrichment. Certification and adaptivity is achieved by exploiting
localized residual-type a posteriori error estimates, where localization is obtained using
an abstract localization principle for dual norms.

We conjecture that the approach offers great potential to be employed, for in-
stance, within optimization or inverse problems as it allows to significantly reduce
computational costs and exploit parallelism on modern computer architectures.
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D. Kempf, R. Klöfkorn, M. Ohlberger, O. Sander, The DUNE framework: basic
concepts and recent developments, Comput. Math. Appl., 81 (2021), pp. 75–112.

[4] P. Benner, A. Cohen, M. Ohlberger, and K. Willcox, eds., Model reduction and approxi-
mation, vol. 15 of Computational Science & Engineering, Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, PA, 2017. Theory and algorithms.
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