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STABILITY IN TOTALLY NONLINEAR NEUTRAL
DIFFERENTIAL EQUATIONS
WITH VARIABLE DELAY

A. ARDJOUNI, I. DERRARDJIA anp A. DJOUDI

ABSTRACT. In this paper, we use a fixed point technique and the concept of large
contractions to prove asymptotic stability results of the zero solution of a class of
the totally nonlinear neutral differential equation with functional delay. The study
concerns the equation

a'(t) = —a(t)h(z(t) + c(t)z’ (t — r(t)) + b(t)G(z(t), x(t — 7(t))),
which has proved very challenging in the theory of Liapunov’s direct method. The
stability results are obtained by means of Krasnoselskii-Burton’s theorem and they

improve and generalize the works of Burton [7], and Derrardjia, Ardjouni and
Djoudi [16].

1. INTRODUCTION

The Liapunov’s direct method has been the main tool for the study of stability
properties of a wide variety of ordinary, functional, partial differential and Volterra
integral equations for more than 100 years. Nevertheless, the application of this
method to problems of stability in differential and Volterra integral equations
with delay has encountered serious obstacles if the delay is unbounded or if the
equation has unbounded terms (see [3], [7]-[9], [11]-[15], [22]) and it does seem
that other ways need to be investigated. Recently, Burton and Furumochi have
noticed that some of these difficulties vanish or might be overcome by means of
fixed point theory (see [2]-[3], [7]-[17], [19]-[20] and [22]). The most striking
object is that the fixed point method does not only solve the problem on stability
but has a significant advantage over Liapunov’s direct method. The conditions
of the former are often averages but those of the latter are usually pointwise (see
[3]). While it remains an art to construct a Liapunov’s functional when it exists,
a fixed point method, in one step, yields existence, uniqueness and stability. All
we need for using the fixed point method, is a complete metric space, a suitable
fixed point theorem and an elementary variation of parameters formula to solve
problems that have resisted to Liapunov’s method.
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Below, we present a study which concerns a totally nonlinear neutral differen-
tial equation with functional delay. In our situation it is necessary to invert the
differential equation to obtain a mapping equation suitable for the fixed point the-
ory. Unfortunately, our equation does not contain a linear term and the variation
of parameter cannot be used. So, we resort to the classical idea of adding and
substracting a linear term for the considered equation.

Clearly, our equation is a totally nonlinear neutral differential equation with
variable delay expressed as follows

(L.1)2'(t) = —a(®)h(x(t)) + c(t)x'(t — r(t)) + b(t)G(z(t), x(t — r(t))), t>0,
with an assumed initial function
x(t) = w(t)v te [m07 O] )

where ¢ € C([mp,0],R) and my = inf {t — r(¢) : ¢ > 0}. Throughout this paper,
we assume that a,b € C(R,R) with a(t) > 0, ¢ € CY(Ry,R), h: R — R is
continuous with respect to its argument. We assume that h(0) = 0 and r €
C?(R4,R) such that

(1.2) Pt)£1, teR,.

We also assume that G(z,y) is locally Lipschitz continuous in = and y. That is,
there are positive constants Ny and Nj so that if ||, |y| < v/3/3, then

Gla,y) — G(zw)| < Nifle — 2] + Moy —w| and G(0,0) = 0.

Special cases of equation (1.1) have been recently considered and studied under
various conditions and with several methods. Particularly, Burton [7] investigated
the asymptotic stability and stability by using Krasnoselskii-Burton fixed point
theorem for the following equation

2 (t) = —a(t)x®(t) + b(t)x>(t — r(t)),  t>0.

By letting h(z) = 23 and G(x,y) = y? in equation (1.1), the present authors [16]
have studied, the asymptotic stability and the stability by using Krasnoselskii-
Burton fixed point theorem, under appropriate conditions, of the following equa-
tion

@'(t) = —a(t)2’(t) + c(t)a’ (t = r(t) + b(t)a*(t = (1)),  t>0,

and improved the results claimed in [7].

By using Krasnoselskii-Burton fixed point theorem, our purpose here is to give
asymptotic stability and stability results for the totally nonlinear neutral differen-
tial equation with variable delay (1.1).

In Section 2, we present the inversion of equation (1.1) and we state the hybrid
Krasnoselskii-Burton’s fixed point theorem. For details on Krasnoselskii theorem
we refer the reader to [21]. We present our main results on stability in Section 3
and 4. The results presented in this paper improve and generalize the main results
in [7, 16].
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2. THE INVERSION AND THE FIXED POINT THEOREM

One crucial step in the investigation of an equation using fixed point theory in-
volves the construction of a suitable fixed point mapping. For that end we must
invert (1.1) to obtain an equivalent integral equation from which we derive the
needed mapping. During the process, an integration by parts has to be performed
on the neutral term 2’ (t — r(¢)). Unfortunately, when doing this, a derivative r’'(t)
of the delay appears on the way, and so we have to support it.

Lemma 1. Suppose (1.2) holds. x(t) is a solution of equation (1.1) if and only

if
X - — & —r e fot a(u)du
(t) [w(m ol (0))]

+ / a(s)(Hz)(s)e™ Jy a(u)du ds
(2.1) 0 " t

* 1,67741(,5)30@ — (1) - /0 1u(s)x(s — r(s)) e Jv alwdu g

+ [) b(s)G(x(s),z(s —7r(s)))e” J{ a(u)du ds,
where

_ () + a(t)e(®) (1 —r'(t)) + c(t)r’(t)

> no= (- () v
and
(2:3) (Hz)(t) = x(t) — h(z(t)).

Proof. Let x(t) be a solution of equation (1.1). Rewrite (1.1) as
2 (t) + a(t)x(t) = a(t)x(t) — a(t)h(z(t)) + c(t)x' (t — r(t))
+b(t)G(x(t), z(t —r(t))).
Multiply both sides of the above equation by elo atwdu
to obtain

#(t) = (o) e i e

(24) T /Ot a

(s)(Hz)
t s)G(x(s s — 1(s))) e Js atwdu g
+ [ H)G (). as = r(s) s,

and integrate from 0 to ¢

t
(5) ™ Joalmduqs 4 / c(s)a' (s — r(s)) e~ 2 AW gs
0
X

=

letting

| elora’ts = e e I as
— [ 0 s = rley e S s
0
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By performing an integration by parts, we obtain

¢
/ c(s)2' (s — r(s)) e J& a(wdu gg
0

@5 = ey - 16(:))@

_ —fOt a(u)du
- 1 _ r,(t) ’l/)( T(O)) €

t
*/ u(s)x(s — r(s)) e elwau g,
0

where p(s) is given by (2.2). We obtain (2.1) by substituting (2.5) in (2.4). Since
each step is reversible, the converse follows easily. This completes the proof. [

Burton studied the theorem of Krasnoselskii and observed (see [4]-[6] and
[10]) that Krasnoselskii result can be more interesting in applications with certain
changes and formulated the Theorem 2 below (see [4] for its proof ).

Let (M, d) be a metric space and F': M — M. F issaid to be a large contraction
if o, € M with ¢ # 9, then d(Fy, F1)) < d(p,v), and if for all ¢ > 0, there
exists n < 1 such that

o, € M, d(p,) >e] = d(Fe, Fy) <nd(p, ).

Theorem 1 (Burton). Let (M, d) be a complete metric space and F be a large
contraction. Suppose there is x € M and p > 0 such that d(xz, F™z) < p for all
n > 1. Then F has a unique fized point in M.

Below, we state Krasnoselskii-Burton’s hybrid fixed point theorem which en-
ables us to establish a stability result of the trivial solution of (1.1). For more
details on Krasnoselskii’s captivating theorem we refer to Smart [21] or [3].

Theorem 2 (Krasnoselskii-Burton). Let M be a closed bounded convex non-
empty subset of a Banach space (S, ||.]]). Suppose that A, B map M into M and
that

(i) forallz,ye M = Ax+ By e M,
(ii) A is continuous and AM is contained in a compact subset of M,
(iil) B is a large contraction.

Then there is z € M with z = Az + Bz.

Here we manipulate function spaces defined on infinite ¢-intervals. So for com-
pactness, we need an extension of Arzela-Ascoli theorem. This extension is taken
from [3, Theorem 1.2.2, p. 20 ] and is as follows.

Theorem 3. Let ¢: Ry — Ry be a continuous function such that q(t) — 0
as t = oo. If {on(t)} is an equicontinuous sequence of R™-valued functions on
Ry with |pn(t)] < q(t) for t € Ry, then there is a subsequence that converges
uniformly on Ry to a continuous function o(t) with |o(t)| < q(t) for t € Ry,
where |-| denotes the Euclidean norm on R™.
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3. STABILITY BY KRASNOSELSKII-BURTON’S THEOREM

From the existence theory which can be found in Hale [18] or [3], we conclude
that for each continuous initial function ¥: [mg, 0] — R, there exists a continuous
solution z(t,0,%) which satisfies (1.1) on an interval [0,0) for some o > 0 and
x(t,0,v) = ¥(t), t € [mo,0].

We need the following stability definitions taken from [3].

Definition 1. The zero solution of (1.1) is said to be stable at ¢ = 0 if for each
g > 0, there exists § > 0 such that ¢: [mg,0] — (=0, ) implies that |z(t)| < e for
t> mo.

Definition 2. The zero solution of (1.1) is said to be asymptotically stable
if it is stable at ¢ = 0 and 0 > 0 exists such that for any continuous function
P: [mg,0] — (=4,9), the solution z(t) with z(t) = 1(t) on [mg, 0] tends to zero
as — o0.

To apply Theorem 2, we have to choose carefully a Banach space depending on
the initial function v and construct two mappings, a large contraction and a com-
pact operator which obey the conditions of the theorem. So let S be the Banach
space of continuous bounded functions ¢: [mg,00) — R with the supremum norm
[I]l- Let L > 0 and define the set

Sy :={p € S| ¢ is Lipschitzian, |¢(t)| < L, t € [mg,0),
o(t) =(t) if t € [mo,0] and p(t) — 0 as t — co}.

Clearly, if {¢n} is a sequence of k—Lipschitzian functions converging to a function
o, then

lp(u) = ()| < [o(u) = @n(u)] + [@n(u) = @n (V)] + lpn(v) — @(v)|
<l = nll + & |u = o[ + [l = ¢nll-

Consequently, as n — oo, we see that ¢ is k—Lipschitzian. It is clear that Sy is
convex, bounded and complete endowed with ||-]|.
For ¢ € Sy and t > 0, define the maps A, B and C on Sy as follows:

(Ap)(t) = 1_6(7%%0(15 —r(t) + /0 t b(s)G (e (s), pls — r(s))) e - 2 ds
(3.1) - /Ot 11(s)p(s — r(s)) e Je alwdu g g

(Bo)(t) := [w(O) - 1_0(7%1#(—7«(0))} o Ji alwydu
(3.2) + /O t a(s)(Hep)(s) e~ = et ds,
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If we are able to prove that C possesses a fixed point ¢ on the set Sy, then
x(t,0,9) = o(t) for t > 0, z(t,0,v) = ¥(t) on [mg,0], x(¢,0,1) satisfies (1.1)
when its derivative exists and x(¢,0,%) — 0 as t — oco.

Let a(t) = 1_0(:/)@) and assume that there are constants ki, ko, k3 > 0 such
that for 0 < t; < to,
(3.4) /t * a(u)du| < Falts — ],
(3.5) [r(t2) — r(t1)| < kalte — t1],
and
(3.6) la(te) — alty)] < kslta —t1].
Suppose that for ¢t > 0,
(3.7) |u(t)] < daft),
(3-8) (N1 + N2) [b(t)] < Ba(t),
(3.9) sup la(t)] = ao,
and that
(3.10) J(oo+ B +06) <1,
(3.11) max(|H(~L)|, |[H(L)) < 7

where «, 5,9 and J are constants with J > 3.
Choose v > 0 small enough and such that

c(0) 3L
3.12 1+ |————= — < L.
(312 (+’1T’(0)>7+J_
The chosen + in the relation (3.12) is used below in Lemma 3 to show that ife = L

and if ||| < ~, then the solutions satisfy |z (¢, 0,v)| < e.
Assume further that

t
(3.13) t—r(t) > oo ast > oo and / a(u)du — 0o as t — oo,
0

(3.14) at) >0 as t— oo,
p(t)
1 —=
(3.15) a(t)_>0 as t— oo,
and
(3.16) bt —0 as t— oc.
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We begin with the following theorem (see [1]) and for convenience we present
its proof below. In the next proposition, we prove that for a well chosen function
h, the mapping H given by (2.3) is a large contraction on the set Sy. So let us
make the following assumptions on the function h: R — R.

(H1) h: R — R is continuous on [—L, L] and differentiable on (=L, L),
(H2) the function h is strictly increasing on [—L, L],

(H3) sup R/(t) <1.
te(—L,L)

Theorem 4. Let h: R — R be a function satisfying (H1)—(H3). Then the
mapping H in (2.3) is a large contraction on the set Sy.

Proof. Let ¢, € Sy with ¢ # ¢. Then ¢(t) # ¢(t) for some t € R. Let us
denote the set of all such ¢t by D(¢, ), i.e.,

D(¢,p) ={t eR: 9(t) # p(t)}-
For all t € D(¢, ), we have
|(Ho)(t) — (He)(t)| = |o(t) — h(o(t)) — o(t) + h(p(1))]

o(t) — o(t)
Since h is a strictly increasing function, we have
(3.18) h(% - Z((g(t))
For each fixed t € D(¢, @), define the interval U; C [-L, L] by
B { (p(t),0(t))  if o(t) > (1),
L @) i 6() < o).

The Mean Value Theorem implies that for each fixed t € D(¢, ), there exists a
real number ¢; € U; such that

h(¢(t) = h(e(®) _ ..
ooty
By (H2) and (H3), we have
0< inf A(u) < inf B/ (u) < KW' (c)

(3.17)

>0 for all t € D(¢, ¢).

319 ue(—L,L) u€Us
(3.19) < suph'(u) < sup I(u) <1
ucUy ue(—L,L)

Hence, by (3.17)—(3.19), we obtain

(3.20) [(Ho)(t) — (He) ()] < |1 - ue(iflgL)h’(U) |6(t) = p(1)]

for all t € D(¢, ¢). Then by (H3), we have
1He = Holl < ll¢ =l
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Now, choose a fixed € € (0,1) and assume that ¢ and ¢ are two functions in Sy,
satisfying
e< sup |o(t) —@(t)] = llo(t) — (@) -

teD(d,p)
If (1) — o(t)] < g for some ¢ € D(, ), then by (3.19) and (3.20), we get
(3.21) [(Ho)(t) — (He)(t)| < [o(t) — o(t)| < %Hsb— oll-

Since h is continuous and strictly increasing, the function h(u+ =) — h(u) attains

its minimum on the closed and bounded interval [—L, L].
Thus, if § < |¢(t) — ¢(t)| for some t € D(¢, ), then by (H2) and (H3), we
conclude that

h(g(t)) — hie(?))
O R OR
where ) .
Ai= 5 min {h(u +5)—hlu) |ue [fL,L]} > 0.
Hence, (3.17) implies
(3.22) [(Ho)(t) — (He) ()] < (1= A) [lo(t) — (t)] -

Consequently, combining (3.21) and (3.22), we obtain
[(Ho)(t) = (He)(®)] < nlle — el

1
n:maX{Q,l—/\}<1.

The proof is complete. O

where

By step we will prove the fulfillment of (i), (ii) and (iii) in Theorem 2.

Lemma 2. Suppose that (3.7)—-(3.10) and (3.13) are true. For A defined in
3.1), if o € Sy, then [(Ap)(t)| < L/J < L. Moreover, (Ap)(t) = 0 as t — oo.
¥

Proof. Using the conditions (3.7)—(3.10) and the expression (3.1) of the map A,
we get

(A )()|‘1—(71f)(t) (t—r(t ’ /|b ) G(2(5), (s — r(s)))] e~ J< atwdu g

+ /0 ()] (s — r(s))| e Je #du qg

IN

¢ ¢
agL + / (N7 + No) [b(s)| Le~ Je edueqe 4 1 [ |pu(s)| e Js @@de gg
0 0

t t
L {ao Jr/ Ba(s)e” JEa(uw)du ds Jr/ sa(s)e” St a(u)du ds}
0

0

IN

Llag+B8+6) <= < L.

SNy
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So ASy, is bounded by L as required.

Let ¢ € Sy be fixed. We will prove that (Ap)(t) — 0 as t — oo. Due to the
conditions t — r(t) — oo as t — oo in (3.13) and (3.9), it is obvious that the first
term on the right hand side of A tends to 0 as t — co. That is

‘ c(t)

mw(t - r(t))) < ag et —7r(t)| = 0 as t — oco.

It is left to show that the two remaining integral terms of A go to zero as t — oo.
Let € > 0 be given. Find T such that |¢(t — 7(t))| < & for t > T. Then we have

/0 ﬂ(s)sﬁ(s - 7"(8)) e~ St a(u)du ds

T t
< [ ntshots = risDle F e s [ futoyps = e e ds
0 T

T t
< Le )i a(u)du/ (s)] e S e ds+5/ (s)| e 4 awdu g
0 T

< Lde” Jr a(w)du +&9.

The term Lée~ Jra(du ig arbitrarily small as ¢ — oo, because of (3.13). The
remaining integral term in A goes to zero by just a similar argument. This ends
the proof. O

Lemma 3. Let (3.7)—(3.11) and (3.13) hold. For A, B defined in (3.1) and
(3.2), if ¢, € Sy are arbitrary, then

|By + Ag| < L.

Moreover, B is a large contraction on Sy with a unique fized point in Sy and
Bp(t) = 0 as t — oo.

Proof. Using the definitions (3.1), (3.2) of A and B and applying (3.7)—(3.11),
we obtain

[(Be)(t) + (Ad)(t)]

c(0 t ¢ t
< (14 [ 29[ ) pote e saan [t eeas

A

’ t 2L t t
+ / (N} + No) [b(s)| Le™ Js a(wdu gs 4 = / a(s) e J: a(wdu gg
0 0

< (1+‘1_(0>(0)D 9]l + (a0 + 8 + )L + 2
< (1+[;29 e+ 2+ 2

by the monotonicity of the mapping H. So from the above inequality, by choosing
the initial function ¢ having small norm, say ||¢|| < =, then, and referring to
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(3.12), we obtain
(Bo)(t) + (Ad)(1)] < <1+ ]1_@(0)') e

Since 0 € Sy, we have also proved that |(By)(t)] < L. The proof that By
is Lipschitzian is similar to that of the map Ay below. To see that B is a large
contraction on Sy, with a unique fixed point, we know from Theorem 4 that H(p) =
© — h(p) is a large contraction within the integrand. Thus, for any e, from the
proof of that Theorem 4, we have found n < 1 such that

|(Be)(t) — (Bo)(1)]
< / a(s) [(He)(s) — (He)(s)| e Js almdu gg
0

t
— t’au u
gn/oa<s>||sa—¢||e S atwdu g

<nllg -4l
To prove that (By)(t) — 0 as t — oo, we use (3.13) for the first term, and for the
second term, we argue as above for the map A. O

Lemma 4. Suppose (3.7)—(3.10) hold. Then the mapping A is continuous
on Sy.

Proof. Let ¢, ¢ € Sy, then

|(Ap)(t) — (Ad)(1)]
<A{ao lp(t —r(t) — ot —r(?))]

| ) Go(0). s = r(s)) = Glo(s). ofs = ()] F 2 a

}

t
t
< allo— ol + [ (Vi +Na) o)l o — 6 eI o g
0

_|_

+

/ ul(s) [p(s — () — d(s — r(s))] e~ o @@ s

0

t
o — gl / lu(s)] e JF atwdu g
0

t
<(an+5+8)llo -l [ als)e o as
0
<(ao+B+0)lle—oll < (1)) e -4l
Let € > 0 be arbitrary. Define n = eJ. Then for || — ¢|| <5, we obtain
1
4 - 4] < o - 0l <.

Therefore, A is continuous. O
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Lemma 5. Let (3.4)~(3.9) and (3.14)—(3.16) hold. The function Ay is Lips-
chitzian and the operator A maps Sy into a compact subset of Sy.

Proof. Let ¢ € Sy and let 0 < ¢y < ty. Then
[(Ap)(t2) — (Ap)(t1)]

= ‘ A2ty — r(ta) -

< m «t) )Qp(tl_r(tl))

1 — r’(t1

to
] [ us)ots = sy e et
0

e / " (s)ipls — r(s)) e ot g

(s = r(s)) e 7 e s

- b( )G((5), pls — r(s))) e~ ot alwdu g

By hypotheses (3.5)—(3.6), we have

|a(tz)e(tz — r(t2)) — alt)e(ts — r(t1))]
< la(t2)] lp(te — r(t2)) — @(tr — r(t1))]

(3.24) + |p(tr — r(t1))] la(ta) — a(tr)]
< aok [(t2 — t1) — (r(t2) — r(t1))] + Lks [t2 — t1]
< (awok + aokks + Lk3) [t2 — t1],

where k is the Lipschitz constant of ¢. By hypotheses (3.4) and (3.7), we have
t2 to t t1
[ u)ets = rspe F2 et ds - [Fus)pls —r(s)) e e as
0 0
t1 4
| lets = ey 1 et (e iz et g g
0

to
+/ u(s)p(s —r(s)) e o2 atdu g

t1

<L ’ — 2 a(u)du 1‘/ Sa(s) e I a(u)du+L/ a(s)] e~ 22 awdu g

t1

to
<L6/ ds+L/ e~ fs‘“‘)d“d( (v |dv>
ty
<L6/ ds—s—L{[ “(“)d“/ |u(v) dv}
+/ a(s)e” Iz a(“)d“/ |pe(v |dvd3}
t1
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to to to \
<L [ a(s)ds+ L/ lu(s)| ds <1 + / a(s) e~ Jo* alwdu dS)
t1 t1 t1

ta

to
<L a(s)ds + 2L/ |(s)| ds
t1

t1
(3.25)
123 to
<Lé a(s)ds + 2L5 a(s)ds

t1 t1
< 3L6ky |ta — t].

Similarly, by (3.4) and (3.8), we deduce

o(s —1(s))) e Je7 alwdu g

/ b(s Lp(s —r(s))) e Jot atwdu g

b(s)Gps). pls — r{s))) e [ 00 (o JF et 1) g

0

to .
+/ b(s)G(p(s), p(s — r(s))) e Je* alwdu gg
ty
L‘e_fttf a(u)du 1’/ Ba e fs a(u)du

+(N1+N2)L/ |b($)|e f2a(u duds

t1

(3.26)

to

to s
<16 [ o )du+(N1+N2)L/ o J12 aw dud< e )|dv>

t1

<Lﬂ/ du+ N1+N2) {|: au)du/ |b |dU:|

+/tl a(s)e™ I al t; |b(v)|dvds}

ta to to "
<Lp a(u)du + (Ny +N2)L/ b(s)| ds (1 +/ a(s)e” [12 a(u)du ds>
t1 t1 t1
ta to
< LB | a(u)du+2(Ny + Np)L / Ib(s)| ds
t1 t1
t2 to
<Lp a(u)du + 2L a(s)ds
t1 t1
< 3LBky |tz —ta].
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Thus, by substituting (3.24)—(3.26) in (3.23), we obtain

[Ap(t2) — Ap(t1)]
(327) < (Oé()k + apkks + Lk3) ‘tg — t1| + 3Lok;y |t2 — t1| + 3LB/€1 |t2 — tl‘
<K |ty —t4]

for a constant K > 0. This shows that Ay is Lipschitzian if ¢ is and that ASy is
equicontinuous. Next, we notice that for arbitrary ¢ € Sy, we have

[ A (t)]

C(t) ¢ — [t a(u)du
< [t = )]+ [ BOIGA) pls = role S o as

t $)o(s — r(s))] e J« alwdu qg
+ [ Inte)ets = o) a
< Lla(t)] + (N1 + NQ)L/O a(s) [[b(s)] /a(s)] e~ I+ atwdu g

w1 [ als) (o) fatsye o0 as

=q(t),

because of (3.14)—(3.16). Using a method like the one used for the map A, we see
that ¢(t) — 0 as t — oo . By Theorem 3, we conclude that the set ASy resides in
a compact set. (|

Theorem 5. Let L > 0. Suppose that the conditions (H1)—(H3), (1.2) and
(3.14)—(3.16) hold. If ¢ is a given initial function which is sufficiently small, then
there is a solution x(t,0,v) of (1.1) with |x(¢t,0,v)| < L and x(t,0,v) — 0 as
t — oo.

Proof. From Lemmas 2 and 5 we have A is bounded by L, Lipschitzian and
(A@)(t) — Oast — oco. So A maps Sy into Sy. From Lemmas 3 and 5 for arbitrary,
we have ¢, o € Sy, Bp+A¢p € Sy, since both A¢ and By are Lipschitzian bounded
by L and (By)(t) — 0 as t — co. From Lemmas 4 and 5, we have proved that A is
continuous and AS;; resides in a compact set. Thus, all the conditions of Theorem
2 are satisfied. Therefore, there exists a solution of (1.1) with |z(¢,0,)| < L and
x(t,0,9) — 0 as t — oc. O

Remark 1. Theorem 5 improves and generalizes [16, Theorem 3.6].
4. STABILITY AND COMPACTNESS

Referring to Burton [3], except for the fixed point method, we know of no other
way proving that solutions of (1.1) converge to zero. Nevertheless, if all we need is
stability and not asymptotic stability, then we can avoid conditions (3.14)—(3.16)
and still use Krasnoselskii-Burton’s theorem on a Banach space endowed with a
weighted norm.
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Let g: [mg,00) — [1,00) be any strictly increasing and continuous function
with g(mo) = 1, g(s) — o0 as s = oo. Let (S,|-|;) be the Banach space of
continuous ¢: [mg,00) — R for which

<p(t)‘

= sup |—=| < oo

Ploi= 20 o0

exists. We continue to use ||| as the supremum norm of any ¢ € S provided ¢

bounded. Also, we use ||¥| as the bound of the initial function. Further, in a
similar way as Theorem 4, we can prove that the function H(p) = ¢ — h(yp) is still
a large contraction with the norm |[-[,.

Theorem 6. If the conditions of Theorem 5 hold, except for (3.14)—(3.16), then
the zero solution of (1.1) is stable.

Proof. We prove the stability starting at tg = 0. Let € > 0 be given such that
0 < e < L, then for |z| < ¢, find v* with |z — h(x)| < ~v* and choose a number
such that

3
(4.1) 7+7*+3§e.

2
In fact, since x — h(z) is increasing on (—L, L), we may take v* = i Thus,

inequality (4.1) allows v > 0. Now, remove the condition ¢(t) — 0 as t — 0 from
Sy defined previously and consider the set

My = {¢ € S| ¢ Lipschitzian, |¢(t)| <e, t € [mg,0)
and (t) = $(t) if ¢ € [mo,0] }.

Define A, B on M, as before by (3.1), (3.2). We easily check that if ¢ € My, then
[(Ap)(t)| < €, and B is a large contraction on My. Also, by choosing ||¢] < 7
and referring to (4.1), we verify that for ¢, ¢ € My, |(Bo)(t) + (A¢)(t)| < € and
|(Be)(t)| < e. AM, is an equicontinuous set. According to [3, Theorem 4.0.1], in
the space (S, ]-[,) the set AMy resides in a compact subset of My,. Moreover, the
operator A : My — My, is continuous. Indeed, for ¢, ¢ € Sy,

|(Ap)(t) — (Ad)(1)]

g(t)
1
<50 {alp(t —r(t) — ot —r(t))]
| [ U9 Gl (s = 1(0)) = Glo(). s = r(s))] e o s
i /0 1(s) [ip(s = 7(s)) = ds — r(s)] e~ s 29 ds }
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< aolp - 9|,
[ ot (RIS Nalels ZrloD) < 0l 2O oo g,
+/ ) 122 roD) 0l Z D o g
< agle — 9|,
/ Ib(s) {N”‘P(S()S) (s )IZ((;)} o [t alwydu g
[ o [ D e e~ ]
) 122 ’"(S)L@;ﬁ(s =] -t atwau g
<aole—¢l,+1e—¢l, /t 1b(s)| [ng(s) * 22;7(3 - ’“(S))} o St alwdu g
+dlp -4l / )) e~ Js alwdu g

IN

a0|<ﬂ—¢|g+ﬁ\<p—¢\g/ a(s)e_fs a(u)duds
0

t

+dle— 4, ; a(s)e” J7 atwdu g

1
The conditions of Theorem 2 are satisfied on My, and so there exists a fixed point
lying in My, and solving (1.1). d

Remark 2. Theorem 6 improves and generalizes [16, Theorem 4.1].
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