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Existence and limiting behaviour for damped nonlinear
evolution equations with nonlocal terms

DANIELSEVCOVIC

Abstract. In this paper we investigate both the existence and the long time behaviour of
solutions to damped nonlinear evolution equations with nonlocal terms

where A is a sectorial operator. If f and 9 satisfy certain regularity assumptions then a
local existence of solutions is guaranteed. We will give a global existence result for the
case where A = -t::.. FUrthermore we will establish that there exists a maximal compact
attractor.
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1. Introduction.
In the present paper we are interested in nonlinear damped evolution equations

with nonlocal terms. We will investigate both the existence and the long time
behaviour of solutions to

283

(1)

subjected to the initial conditions u(o) = Uo, Ut(O) = Vo where A is a sectorial
operator in a Banach space X (with the norm 1111), hEX, f3 is a positive constant,
9 is a nonlinear operator from D(A) into X satisfying certain regularity and growth
assumptions and f: R+ --+ R is an increasing locally Lipschitz continuous function.
The nonlocal character of (1) is described by the term f(IIA1/ 2uIl2)Au.

As an example for (1) we can consider an initial-boundary value problem

(2)

:; -P" ':;; -I (/ \7'Ud,) ·"u+"'u+g(u)~h
au

u(O,x) = uo(x), at(O,x) = vo(x), for a.e. x E 0

u(t,x) =0, xEaO, t~O

bou(t,x) = 0, x E an, t >°
Here 0 is a smooth bounded domain in Rn, n = 1,2,3; and 9 is the Nemitzky's

operator from HHO) n H2(0) into L2(0). For the case where f(O) ~ 0, 9 == 0,
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h == 0, the exponential decay of solutions to (2) has been studied by P. Biller
[3J. A common example where this type of equations arises is in the mathematical
study of structurally damped nonlinear vibrations of a string or a beam. For related
problems, similar to ours, we refer to Ball [2J, Fitzgibbon [5], Ghidaglia and Temam
[6J, Hale and Stavrakakis [7J, Massat [9J, Webb [l1J.

2. Preliminaries.
Let X be a Banach space with the norm II II. A linear operator A in X is

called a sectorial operator if it is a closed densely defined operator such that for
some constants M ~ 1, 9 E (0,71,/2) and 6 E R the sector 56,8 = {x E c, 9 <
Iarg(A - 0)1 :5 7l"j A1: o} is in the resolvent set peA) and II(A - A)-III :5 MilA - 01
for all >. E 56,8,

The assumptions Req(A) > 6 > 0 (it means ReA > 0 for all A E q(A)) and A
is sectorial imply that fractional powers Aa, a E R, can be defined. Let X" be
a Banach space consisting of the domain D(Aa) with the graph norm II lIa, i.e.
lIull a = IIAaull for all u E X", FUrthermore X" is continuously imbedded into XfJ
whenever a ~ f3 ~ 0 and lIullfJ :5I1AfJ-all·llulla for each u E x«.

(3)

It is known that if A is sectorial operator then -A generates an analytic 8emigroup
exp( -At). This family of continuous linear operators defined on X satisfies to

exp(-A(t +8)) =exp(-At) oexp(-A8) for all t, 8 ~ 0

exp( -At)x --+ x as t --+ 0+, for each x E X

(4)

the map t --+ exp(-At)x is real analytic on (0,00),

for each x EX

Moreover, exp( -At)x E X" for all x EX, t > 0 and a E R. For each a E (0,1]
there is Ca > 0 such that IIAa exp( -At)1I :5 cara exp( -Of) for all t > O. If A-I
is a compact linear operator on X then A-a is compact for each a > O. For the
theory of analytic semigroups and fractional powers of sectorial operators see, for
example, [8, Chapter 1].

In order to understand the results in section 4 and 5 we need following definitions
each of which can be found in [I], [7J, [8J and [9]. Let X be a Banach space. Let
{Set); t ~ O} be a a 8emidynamical 8Y8tem in X in the sense that

Set) is a continuous mapping from X into X for each t ~ 0

S( . )x is continuous as a function from [0,(0) to X,
for each fixed x E X

5(0) = Id, Set + 8) = Set) 0 5(8) for all t, 8 ~ 0



(the closure is taken in X)
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A set J ~ X is called invariant if S(t)J = J for all t ~ O. An invariant set U ~ X
is called a maximal attractor for the semidynamical system Set) iff it is a closed
bounded set in X and lim dist(S(t)B,U) = 0 for any bounded set B ~ X. where

1-00

dist(A. B) = sup inf IIx - yll.
"EA IIEB

A set B di$$ipate$ a set J if there exists T = T(J) > 0 such that t ~ T implies
S(t)J ~ B .

A semidynamical system Set) is called point (compact, bounded) di$$ipative if
there exists a bounded set B which dissipates all points (compact sets, bounded
sets ).

The semiorbit of a set B is defined by ,+(B) = U S(t)B.
t~O

The omega-limit set is defined by

n(B) =ncl(US(s)B)
t~O .~t

Denote by NE(D) = {y E X; dist(y, B) < e}

3. Local existence.
The problem (1) can be considered as an abstract first order ordinary differential

equation in a Banach space X. This is to do by letting v = U,. Then we can rewrite
(1) as

(5)
d
dt 4i(t) + L4i(t) + .1'(4i(t» =0; 41(0) = 410

where

and

4i(t) = [U(t)] .
vet) , (0 -Id)

L = A2, f3A

(6)

The initial value problem (5) is considered in a Banach space X = Xl X X with

the norm II [:] II: = lIull~ + IIv1l2 • The domain D(L) of the linear operator L is

defined by D(L) = D(A2) x D(A).
In this section we obtain a local existence of solutions to (5). Moreover, we will

examine uniqueness, continuation and continuous dependence. We will prove these
results by following the style of Henry's lecture notes [8).

Throughout this section we assume the following hypotheses
(HI)

(i) A is a sectorial operator in a Banach space X with a sector SO,9 and
Reo-(A) > O.

(ii) (3 > 2· sinO
(iii) f: [0,00) --> R is locally Lipschitz continuous, g: Xl --> X is lipschitzian

on bounded sets of Xl, hEX
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Theorem 3.1. The assumptions are those made above, in particular for A and
/3. Then L ~ a sectorial operator in X and -L generate~ an analytic ~emigroup

exp( -Lt) on X.

PROOF: We will prove that L is the sectorial operator in X. Clearly, L is the
closed and densely defined operator in X. Denote by /31 and /32 the roots of a
quadratic equation

(8) r 2 - /3r + 1 =0, i.e. /31,2 = (/3± (/32 - 4)1/2)/2

Fonnally we can compute the resolvent

(9) (A - L)-I = ( " A'2
-A ,

Assume that A/3I, A/32 E p(A). Then the formal computation in (9) can be
justified using the fact that (I' - A)-I maps each XCI into X CI"'1 for all u E p(A).
Since all of the operators commute in (9), it is a routine to show that (9) indeed is
the resolvent. Furthermore, we see that

(10)

Now we can easily find the sector SO,T for L. Let T = arg(/3d + fJ. According
to (HI), part (ii), we have 0 < T < 1(/2 and the sector SO,T is contained in the
resolvent set p(L). Moreover /3i ' SO,T C 50,8 for i = 1,2.

Since A is sectorial then there exists M ~ 1 such that 11(1' - A)-III ~ M/II'I for
each I' E 50,8, Let u E XI, v E X and A E SO,T' Clearly, A/3i E 50,8 for i = 1,2.
We will estimate the norm of the resolvent (A - L)-I by computing term by tenn
in (9) . We start with the upper left term in (9) .

Consider the upper right tenn. Then
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The next term is lower left one.

IIA2('~/11 - A)-I('~f12 - A)-lull ~

IIA(.\/11 - A)-l (.\/12 - A)-III· lIullt ~ ~llIulh

Finally,

-I -I 1.\1· M 2 M2
11.\(.\/11.-:.4) (.\112 - A ) vII ~ 1.\/1.1 .1.\f12l l1vll = Wllvll

Therefore there exists a constant M' ;::: 1, which does not depend on .\, such that
11(.\ - L)-III", ~ M'/I.\I for each .\ E SO,r' Hence L is the sectorial operator in X
and -L generates the analytic semigroup exp( -Lt) on X. •

Remark 3.1. Since Reu(A) > 0 then by looking at the spectrum u(L) we see
that Reu(L) > O. More precisely, by straightforward computations, we obtain that
Reu(L) > s-Re(/12)' COST.

Remark 3.2. Let t, g and h be given. Thanks to the continuity of the imbed­
ding Xl C X I / 2 , the assumptions of (HI), part (iii), imply that :F: X --+ X is
lipschitzian on bounded sets of X.

The main result of this section is the following theorem

Theorem 3.2. Under assumption$ (HI), for each ~o E X there exists
T = T(~o) > 0 and a unique function ~ = ~(t, ~o) such that

(i) ~ E C([0,t1)): X) n C1«to,tt} : X"') for all 0 ~ a < 1 and 0 < to < t1 < T
(ii) ~(t) E D(L) for each t E (O,T)

(iii) f,~(t) + L~(t) + :F(~(t)) = 0 on (0, T) ; ~(O) = ~o
(iv) If T(~o) is maximal (in the sense that there exists no solution of (5) on

(0,Td where T1 > T(~o) ) then either T(~o) = +00 or 1I~(t , ~0)1I", is
unbounded on [0,T)

(v) For each e > 0 there is C> 0 such that 1I~0 - '11011 ", < C implies 1I~(t , ~o) -
~(t , '11 0 )11 ", < e uniformly on compactsubintervals oJ[O,min{T(~o), T(q,o)}).

PROOF: By Theorem 3.1 we know that -L generates the analytic semigroup
exp(-Lt) on X. Moreover Reu(L) > 0. ' According to Remark 3.2 we have that
:F: X --+ X is lipschitzian on bounded sets of X. Hence our statement is a conse­
quence of the general theory of semilinear parabolic equations which can be found
in [8J. More precisely, it follows from [8, Theorem 3.3.3,3.3.4,3.4.1 and 3.5.2J. •

Remark 3.3. Define projections 11"1 and 11"2 from X into Xl and X by 11"1 [~] = u

and 11"2 [~] = v. Let ~(.) be a solution of (5) with ~(O) = ~o = [~:] EX. Put

u(t,uo,vo) = 1I"1~(t,~0) for each t E [O,T(~o)). Then by Theorem 3.2 we see that
Ut(t) = 1l"2~(t) and Utt(t)+ /1Aut(t) + f(IIAI/2u(tW)Au(t)+A2u(t) +g( u(t)) = h on
(0, T(~o) and u(O) = 11"1~(O) = uo; u,(O):= lim u,(h) = 1I"2~(0) = vo. Moreover

h ....o+
u E C([O,t1): X 1)nC1«to,tt}: X1)nC2«to, t1): X) for each 0 < to < t1 < T(~o)

and u(t) E D(A2) for t E (O,T(~o)).



288 D.Sevcovic

4. Global existence.
From now we restrict X, A, /3, I, g, and h by

(H2)
(i) X = L2(11) where 11 is a smooth bounded domain in Rn, n = 1,2,3; /3 > 0

and h e L2(11 ). The scalar product in X is denoted by ( . , . ).
(ii) Au = - 8.. u for each u e C~(n) and A is the selfadjoint closure in X of its

restriction to C~(11)

(iii) g: R -+ R, I : [0, +00) -+ R are locally Lipschitz continuous functions such
that I increases on [0,+00),

00

j l (s )ds > -00 and lim infg(s) ~ 0
/.1-+00 s

a

It is well known (cf. [8, Chapter 1]) that Reu(A) > 0, D(A) =HJ(11) n H 2(11),

A-1 is the compact operator on X and A is the sectorial operator in X with the
sector 50 ,9 for each 8 e (0,11"/2).

Due to the Sobolev's imbedding Xl C Loo(11) [8, Theorem 1.6.1) we see that
g: Xl -+ X is well defined and it is the Iipschitzian mapping on bounded sets of
Xl. Here we have denoted by the same symbol the Nemitzky's operator 9 defined
by g(u)(x) := g(u(x)) for u e Xl and for a,e . x e 11. Hence A, /3, I, 9 and h fulfill
to the hypotheses (HI).

(11)

.G(u) = j
n

Define a functional G: Xl -+ R by

.(:t) ,

Jg(s)ds dx - (h,u) for each u e Xl

o J

(12)

Thanks to the continuity of the imbedding Xl C Loo(11) we obtain that G is
well defined and it is the continuous function from Xl into R. Moreover, if u e
Cl«to,td: Xl) then G(u(t)) is differentiable on (to, td and

(13)
d
dt G(u(t)) = (g(u(t)), uc(t)) - (h, uc(t))

Since lim inf RJ.;l ~ 0, it can easily be verified that for each e > 0 there is
1·1....+00

K, > 0 (Ke depends on e, 11, h, 9 and IIA-III) such that

(14) G(w) ~ -ellwlli - K e for each w e Xl

Again from the imbedding Xl C Loo(11) we obtain that G(B) is a bounded set
in R, provided B is a bounded set in Xl.

(15)
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Now we denote by F the primitive of j, i.e.

(16)

r

F(r) =Jj(s)ds
o

00

From the assumption J j(s)ds > -00 the existence of Co with the property
o

F( r) ~ Co for each r ~ °immediately follows.

(17)

Finally, if'll. E Cl ((to, t l): Xl) then F(lIu(t)II~/2) is differentiable on (to, tt) and

d 2 ' 2
dt F(lIu(t)1I1/2) = 2· j(lIu(t)1I 1/2) · (Au(t), Ut(t»

holds.

(18)

Theorem 4.1. For each ~o E X the unique solution ~(., ~o) given by Theorem
9.£ ezilltll and ill bounded on [0,00).

PROOF: With regard to Theorem 3.2, part (iv), we will show that the maximal
solution ~( ., ~o) of (5), defined on [0,T(~o», stays bounded in X.

From Remark 3.3 we know that u(t) = 11'1 ~(t) satisfies to (1) on (0, T(~o».

Moreover u E Cl((to,tl) : Xl) for each 0< to < tl < T(~o) and u(t) E D(A2) for
t E (0, T(~o).

We take the scalar product in X of (1) with Ut(t). Then for each t E (0, T(~o»
we obtain

(Utt(t),Ut(t)) + ,8(Aut(t), Ut(t» + j(IIAl/2u(t)1I2) . (Au(t), Ut(t»+

(A2u(t), Ut(t» + (g(u(t», Ut(t» - (h, Ut(t» = 0

Then we can deduce from (13) and (18) that

(19) ~ ~ {1I~(t)lI; + F (1111'1 ~(t)II~/2) + 2· G(11'1 ~(t»} + ,81111'2~(t)II~/2 =°
Since ,8 > 0 we see that

1I~(t)lI~ + F (1111'1 ~(t)II~/2) + 2· G(11'1 ~(t» :5

:5 lI~oll~ + F (1I11'1~oll~/2) + 2 · G(1I'1 ~o)

Put e = 1/4. According to (14) and (17) we obtain

(20) ~1I~(t)lI~ :511~oll~+F(1I11'1~oll~/2) +2.G(1I'1~O)-co+Kl/4

Therefore ~( . , ~o) remains bounded on [0,T( ~o)). By Theorem 3.2 we have that
T( ~o) =+00. Hence ~( . , ~o) exists on [0,+00). •
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5. Limiting behaviour.
In this section we will consider solutions of (5) as a semidynarnical system

{S(t) j t ~ O} in the Hilbert space X .:
Define

(21) S(t)~o := ~(t, ~o) for all ~o E X and t ~ 0

According to Theorem 3.2 and 4.1 {S(t) j t ~ O} is the semidynarnical system in
X.

(22)

Remark 5.1. It readily follows from (15) , (20) and assumptions on f that "Y+(B)
is bounded in X for any bounded set B ~ X .

Theorem 5.1. Assume the hypotheses (92). Then there exists a maximal compact
attractor U for the semidynamical system {S(t)j t ~ OJ.

Before proving this theorem we need four auxiliary lemmas each of which is under
hypotheses (H2).

Lemma 5.1. L-a is a compact linear operator on X for each a > O.

PROOF : Let {~R}~=I be a bounded sequence in X = Xl X X. Since A-I
is compact in X, there exists a subsequence (again denoted by {~R}~=I) such
that {lI'l~R}~1 and {A-I1I'2~R}~=I converge in X . Then {A-IlI'l~R}~=I and
{A-211'2~R}~=1 converge in Xl . From (9) we see that

Therefore {L-I~R}~=I converges in X . Thus L-I is the compact linear operator
on X . Hence L-a is compact on X for each a > O. •

Lemma 5.2. For each ~o E X the semiorbit '1+({~o}) is precompact in X. For
each fixed t > 0, S(t): X --+ X is the compact operator on X .

PROOF : Since:F: X --+ X is lipschitzian on bounded sets of X we have that
:F(B) is bounded in X for any bounded set B ~ X . FUrthermore L has the compact
resolvent L -1 . Hence our first statement is a consequence of [8, Theorem 3.3.6].

Let t > 0 be fixed. To show that S(t) is the compact operator it suffices to show
that L I / 2S(t)B is bounded in X forany bounded set B ~ X. Let B be abounded
set in X, i.e, lI~oIL. ~ CI for each ~o E B. By Remark 5.1; "Y+(B) is bounded in
X. Therefore .rh+(B» is bounded in X, i.e, 1I:F(S(s)B)II., ~ C2 for each s ~ O. It
is well known (cf. [8, Lemma 3.3.2]) that S(t)~o satisfies to an integral equation

t

S(t)~o =exp(-Lt)~o +Jexp( -L(t - s»:F(S(s)~o)ds
o
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Using the fact that £1/2 is closed (see [8, p . 25]) we obtain

I

£1/2(S(t))4>0 = £1/2 exp( -£t)4>o +f £1/2 exp(-£(t - s ))F(S(s)4>0 )ds

o

Therefore
11£1/2S(t)Bllz :5 C1/2 . {Clr1/2 + 2c2tl/2}

Thus £1/2S(t)B is bounded in X. Hence S(t) is the compact mapping in X for
each fixed t > O. •

The following statement is an easy consequence of the previous lemma and the
general result of [8, Theorem 4.3.3] .

Lemma 5.3. For each 4>0 E X the omega-limit set , Q( {4>0}), is nonempty compact ,
connected and

lim dist(S(t)4>o ,Q({4>o})) = 0
t-+ex>

Denote by E a set of the 3tationary 3tate3 of (5), i.e.

3) E = {4> E D(£)j £4>+F(4)) = O}

Clearly, [ ~] E E iff v = 0 and u E D(A2
) 3ati3fie3 to a 3tationary equation

(24)

Lemma 5.4. For each 4>0 EX, Q({4>o}) ~ E .

PROOF: Define a Liapunov functional V: X --. R by

According to (19) we know that

(25)

Thus a real valued function t --. V( S( t)4» is nonincreasing on [0,+00) . More­
over, by (14) and (17), V(S(t)4» is bounded below for t ~ O. Now , the rest of the
proof is essentially the same as of [11, Theorem 4.1].

Indeed, if 4> E Q({4>0}) then 4> = lim S(tn)4>o for some sequence t n --. +00.
n_ex>

Since V(S(t)4>o) is continuous (see (13)) then we have

V(4)) = lim V(S(t n)4>o) = inf V(S(s)4>o) = lim V(S(t + t n)4>o) =
n-oo .2:,0 n~oo

= V(S(t )4» for each t ~ 0
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Then, from (25), we obtain that 7r2S(t)4i = 0 for each t > O. By Remark 3.3 we
know that 1i7rIS(t)4i = 0 for t > O. Thus LS(t)4i + F(S(t)4i) = 0 for each t > O.
Since L is closed and F is continuous we obtain (by letting t --+ 0+) that 41 E D(L)
and L4i + F(41) = 0, i.e. 41 E E. Hence n({4io}) C;;; E. •

PROOF of Theorem 5.1: First we will show that E is the bounded set in X . Let

[~] E E. Then we multiply (24) with u to obtain

Since f increases on [0, +00) and F is lower bounded by Co (see (17)) we have Co ~

F(lIull~/2) s f(lIull~/2) 'lIull~/2' According to the assumption lim inf iJf ~ 0 it
1_1-+00

is as routine to show that there is K' > 0 such that (g(u),u) ~ -tIIull~ - K' . (K'
depends only on g, n and IIA-1ID.

We now combine the previous result to obtain

~lIulI~+ Co - K' s (h,u) < IIA-11l2 'lIhll2 + i1lA-1 11-2'lIull~/2 ~

s IIA- 11l2'lIhll2 + ~lIulI~

(here we have used the inequality a · b ~ t{(ea)2 +(b/c)2}). Thus lIull~ ~ 4 · {K' ­
Co + IIA-Ilf2I1hIl2}. Hence E is bounded in X.

Using similar ideas as of [9, Theorem 5) the rest of the proof comes very quickly.
Let B1 = N1(E). Clearly B1 is bounded on X. With regard to Lemma 5.3 we
see that for each 410 E X there exists T(4io) > 0 such that S(t)4io E B1 whenever
t ~ T(4io). Hence B1 dissipates all points. Let B 2 = -y+(N1(BI)). By Remark
5.1 we have that B 2 is bounded in X. Let 410 E X. Then S(t)4io E B 1 whenever
t ~ T(4io). From the continuity of S(T(4io)) we obtain that there exists a neighbour­
hood N 6(4iO) with S(T(4iO)).N6(4iO) C;;; N1(Bd. Thus S(t)N6(4iO) C;;; -y+(N1(Bd) =
B 2 for each t ~ T(4io). Therefore B 2 dissipates all compact sets. Since S(l)B is a
compact set in X for any bounded set B C;;; X we have that {Set); t ~ O} is bounded
dissipative. More precisely, for any bounded set B C;;; X there is T(B) > 0 such that
S(t)B C;;; B 2 , whenever t ~ T(B).

Now, by [1, Theorem 1.2 and Remark 1.0) we have that there exists a maximal
compact attractor U for the semidynamical system S(t) . More precisely, U =n( B2 ) ,

which completes the proof of Theorem 5.1. •
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