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1 Ch́ı-kvadrát test dobrej zhody

Pŕıklad 1. Hádzali sme 600 krát klasickou hracou kockou. Jednotka padla 120 krát,
dvojka 90 krát, trojka 89 krát, štvorka 93 krát, pät’ka 105 krát, šestka 103 krát.
Chceme testovat’ hypotézu, že kocka je pravidelná ch́ı-kvadrát testom dobrej zhody.

(a) Zostrojte tabul’ku pozorovaných a očakávaných početnost́ı a pomocou nej
vypoč́ıtajte testovaciu štatistiku.

(b) Pre aké hodnoty štatistiky sa hypotéza zamieta? Vel’mi vel’ké, vel’mi malé alebo
pre obdive možnosti? Prečo?

(c) Aké je pravdepodobnostné rozdelenie štatistiky za platnosti nulovej hypotézy?

(d) Ako vypoč́ıtame kritickú hodnotu, určujúcu, či sa hypotéza zamietne alebo
nie? Ako bude vyzerat’ rozhodovanie o zamietnut́ı?

(e) Ako vypoč́ıtame p-hodnotu? Ako bude vyzerat’ rozhodovanie o zamietnut́ı?

Riešenie. Testovanie pravdelnosti kocky je pŕıklad, na ktorom bol vysvetl’ovaný na
prednáške, takže postupujeme analogicky:

(a) Ak je kocka pravidelná, pravdepodobnost’ každého počtu bodiek je 1
6
. Pri 600

pokusoch je očakávaná početnost’ každej možnosti rovná 1
6
· 600 = 100. Spolu

s pozorovanými počtami zo zadania tak dostávame prvé tri st́lpce tabul’ky 1,
ktoré sú požadované v zadańı úlohy.

č́ıslo na
kocke

pozorovaná
početnost’

očakávaná
početnost’

rozdiel sč́ıtanec v
sume

1 120 100 20 202

100

2 90 100 -10 (−10)2

100

3 89 100 -11 (−11)2

100

4 93 100 -7 (−7)2

100

5 105 100 5 52

100

6 103 100 3 32

100

Tabul’ka 1: Tabul’ka k pŕıkladu 1

Zostávajúce dva st́lpce nám pomôžu pri konštrukcii testovacej štatistiky. Po-
znamenajme ešte, že je jedno, či rozdiely poč́ıtame ako

”
očakávané mı́nus

pozorované“ alebo
”
pozorované mı́nus očakávané“, lebo v nasledujúcom kroku

sa umocnia na druhú. Hodnota štatistiky - označ́ıme ju ako χ2 (ch́ı-kvadrát)
je

χ2 =
6∑

i=1

(Oi − Ei)
2

Ei

=
(−20)2

100
+
(−10)2

100
+
(−11)2

100
+
(−7)2

100
+

52

100
+

32

100
=

704

100
= 7,04,
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kde Oi sú pozorované počty (observed) a Ei sú očakávané počty (expected).
Sčitujeme teda hodnoty v poslednom st́lpci tabul’ky 1. Hodnota testovacej
štatistiky teda je 7,04.

(b) Hodnota štatistiky je vždy nezáporná, nulová hodnota by znamenala dokonalú
zhodu medzi očakávanými a pozorovanými počtami jednotlivých možnost́ı.
Vel’ká hodnota znamená, že sa očakávané a pozorované hodnoty výrazne ĺı̌sia.
Nulovú hypotézu teda zamietneme pre vel’mi vel’ké hodnoty testovacej štatistiky.

(c) Za platnosti nulovej hypotézy - ak neodhadujeme žiadne parametre rozdelenia,
čo je aj náš pŕıpad - plat́ı, že štatistika má χ2 rozdelenie s k − 1 stupňami
vol’nosti, kde k je počet kategóríı, do ktorých triedime dáta (teda počet riadkov
v tabul’ke). V našom pŕıpade je k = 6, teda testovacia štatistika má za platnosti
nulovej hypotézy χ2 rozdelenie s 5 stupňami vol’nosti.

(d) Test má fungovat’ tak, že ak nulová hypotéza plat́ı, tak ju zamietneme so stano-
venou pravdepodobnost’ou α, ktorá sa nazýva hladina významnosti. Uvažujme
štandardnú hladinu významnosti α = 0,05. Ked’že hypotézu zamietame pre
vel’ké hodnoty štatistiky, kritickú hodnotu nájdeme ako takú hodnotu χ2

kritická,
pre ktorú je P(χ2 ≥ χ2

kritická) = 0,05, akX je náhodná premenná s χ2 rozdelenie
s 5 stupňami vol’nosti.

Potom pre vypoč́ıtanú hodnotu štatitiky χ2 funguje rozhodovanie nasledovne:
Ak χ2 ≥ χ2

kritická, nulovú hypotézu zamietame. Ak χ2 < χ2
kritická, nulovú hy-

potézu nezamietame. (Je jedno, kam dáme znamienko rovnosti.)

V našom pŕıpade χ2 = 7,04 a kritická hodnota je podl’a výpočtu na obrázku 1
rovná χ2 = 11,07, teda nezamietame nulovú hypotézu o pravidelnej kocke.

Obr. 1: Výpočet kritickej hodnoty v pŕıklade 1. Hl’adáme hodnotu χ2
kritická, pre ktorú

je P(X ≥ χ2
kritická) = 0,05,. Teda ak F je distribučná funkcia, tak F (χ2

kritická) =
P(X ≤ χ2

kritická) = 0,95. Potrebujeme teda hodnotu inverznej funkcie k distribučnej
funkcii v bode 0,95.

(e) P-hodnota je definovaná ako pravdepodobnost’, že za platnosti nulovej hy-
potézy bude testovacia štatistika χ2 rovnaká alebo

”
horšia “väčšia ako vypoč́ıtaná

hodnota. Teda ak X je je náhodná premenná s χ2 rozdelenie s 5 stupňami
vol’nosti, potrebujeme P(X ≥ χ2).

P-hodnotu porovnávame s hladinou významnosti. Uvažujme štandardnú hla-
dinu významnosti α = 0,05. Ak je p-hodnota menšia ako 0,05, tak nulovú
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hypotézu zamietame. Ak je p-hodnota väčšia alebo rovná 0,05, tak nulovú
hypotézu nezamietame.

V našom pŕıpade je p-hodnota na základe výpočtu na obrázku 2 rovná 0,2177,
teda nezamietame nulovú hypotézu o pravidelnej kocke.

Obr. 2: Výpočet p-hodnoty v pŕıklade 1. Pre vypoč́ıtanú hodnotu štatistiky χ2

Hl’adáme pravdepodobnost’ P(X ≥ χ2). Teda ak F je distribučná funkcia, tak po-
trebujeme 1− F (χ2)

Poznámka. Na obrázku 3 uvádzame testovanie tejto hypotézy pomocou funkcie
zabudovanej v Pythone. Vid́ıme, že hodnota štatistiky aj p-hodnota sa zhoduje s
našim výpočtom.

Obr. 3: Testovanie hypotézy z pŕıkladu 1 pomocou funkcie zabudovanej v Pythone.

Pŕıklad 2. Máme dve mince a vznikla otázka, či sú obe pravidelné. Preto nimi
hádzali spolu 200 krát, pričom v 60 pŕıpadoch padli dve hlavy, v 44 pŕıpadoch padli
dva znaky a v 96 pŕıpadoch padol jeden znak a jedna hlava. Na základe týchto
údajov, máme rozhodnút’, či sa danú dve mince môžu považovat’ za pravidelné alebo
nie. Chceme pritom použit’ ch́ı-kvadrát test dobrej zhody.

(a) Vypoč́ıtajte testovaciu štatistiku.

(b) Aké je pravdepodobnostné rozdelenie štatistiky za platnosti nulovej hypotézy?

(c) Ktorá z hodnôt na obrázku (c) je správnou kritickou hodnotou pre tento test,
ak chceme použit’ hladinu významnosti 0,05? Ako bude vyzerat’ rozhodovanie
o zamietnut́ı?
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(d) Zamietama v tomto pŕıpade hypotézu o pravidelných minciach alebo nie?

(e) Čo vieme bez d’aľsieho výpočtu povedat’ o p-hodnote? Je väčšia alebo menšia
ako 0,05

Obr. 4: Hodnoty k pŕıkladu 2.

Riešenie.

(a) Máme 200 hodov, pozorované počty sú: OHH = 60, OZZ = 44, OHZ, ZH = 96.
Predpoklad nulovej hypotézy je, že obe mince sú pravidelné. Hody nezávislé,
takže pravdepodobnosti jednotlivých výsledkov sú:

P (HH) = 0,5 · 0,5 = 0,25, P (ZZ) = 0,5 · 0,5 = 0,25,

P (HZ alebo ZH) = 0,5 · 0,5 + 0,5 · 0,5 = 0,5

Očakávané početnosti týchto výsledkov pri 200 pokusoch potom sú:

EHH = 0.25 · 200 = 50, EZZ = 0.25 · 200 = 50, EHZ, ZH = 0.5 · 200 = 100

Testovacia štatistika je

χ2 =
∑ (Oi − Ei)

2

Ei

=
(60− 50)2

50
+
(44− 50)2

50
+
(96− 100)2

100
=

100

50
+
36

50
+

16

100
= 2,88

(b) Kategórie, pre ktoré sa porovnávajú pozorované a očakávané počty, sú tri.
Takže pravdepodobnostné rozdelenie štatistiky za platnosti nulovej hypotézy
je ch́ı-kvadrát s dvoma stupňami vol’nosti.
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(c) Hypotéza sa zamietne, ak je štatistika väčšia ako kritická hodnota. Štatistika
má za platnosti nulovej hypotézy je ch́ı-kvadrát s dvoma stupňami vol’nosti.
Kritická hodnota je teda také č́ıslo x, pre ktoré je pravdepodobnost’, ch́ı-
kvadrát s dvoma stupňami vol’nosti nadobudne hodnotu väčšiu ako x, rovná
0,05

Ak F je distribučná funkcia ch́ı-kvadrát s dvoma stupňami vol’nosti, tak F (x) =
P(X ≤ χ2

kritická) = 0,95. Potrebujeme teda hodnotu inverznej funkcie k dis-
tribučnej funkcii v bode 0,95. V Pythone je táto inverzná funkcia pod názvom
ppf a parameter df, označujúci počet stupňov vol’nosti, je rovný 2. Z č́ısel na
obrázku je kritickou hodnou č́ıslo F .

(d) Hodnota testovacje štatistiky je 2,88. Nulová hypotéza sa zamieta pre hodnoty
štatistiky, ktoré sú väčšie ako kritická hdonota, pričom naša kritická hodnota
je 5,99146. Nulovú hypotézu o pravidelných minciach teda nezamietame.

(e) Na hladine významnosti 0,05 sme hypotézu nezamietli. To znamená, že p-
hodnota je väčšia ako 0,05.

Pŕıklad 3. Hádžeme šiestimi kockami a zaznamenávame, kol’kokrát padla šestka.
Žiadna šestka nepadla v 345 pokusov, jedna šestka padla v 411 pokusoch, dve v
187 pokusoch, tri v 50 pokusoch, štyri v 6 pokusoch, pät’ v zostávajúcom jednom
pokuse. Ani raz sa nestalo, že by na všetkých kockách padli šestky. Na základe
týchto údajov, máme rozhodnút’, či sú dané kocky pravidelné alebo nie. Chceme
pritom použit’ ch́ı-kvadrát test dobrej zhody. Začiatok výpočtu je na obrázku 5.

Obr. 5: Výpočet k pŕıkladu 3.

(a) Vysvetlite, ako boli poč́ıtané pravdepodobnosti p vo for-cykle.
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(b) Vysvetlite, akú úpravu ešte muśıme spravit’ pre tým, ako začneme poč́ıtat’

testovaciu štatistiku porovnávańım očakávaných a pozorovaných početnost́ı.

(c) Pomocou zaokrúhlených hodnôt z tabul’ky vypoč́ıtajte hodnotu testovacej štatistiky
(stač́ı súčet bez vyč́ıslenia).

(d) Aké je pravdepodobnostné rozdelenie štatistiky za platnosti nulovej hypotézy?

Riešenie.

(a) Poč́ıta sa pravdepodobnost’ toho, že pri hádzańı šiestimi kockami padne F
šestiek. Vypoč́ıtame ju pomocou binomického rozdelnia, ide o P(X = i), kde
X má binomické rozdelenie s parametrami n = 6 a p = 1

6
.

(b) Podmienkou použitia testu je, že očakávané početnosti sú aspoň 5. Preto
možnosti 4, 5, 6 šestiek zlúčime do jednej -

”
4 a viac šestiek“. Pri použit́ı

zaokrúhlených č́ıslel v tabul’ke1 bude očakávaná početnost’ rovná 8,04+0,64+
0,02 = 8,70.

(c) Testovacia štatistika je

χ2 =
(345− 334,90)2

334,90
+
(411− 401,88)2

401,88
+
(187− 200,94)2

200,94
+
(50− 53,58)2

53,58
+
(7− 8,70)2

8,70
.

(d) Po zlúčeńı možnost́ı s malými pravdepodobnost’mi v bode (b) uvažujeme pät’

výsledkov, pre ktoré porovnávame očakávané a pozorované početnosti. Takže
pravdepodobnostné rozdelenie je ch́ı-kvadrát rozdelenie so štyrmi stupňami
vol’nosti.

Pŕıklad 4. V banke zaznamenávali počet zákazńıkov, ktoŕı prǐsli na pobočku počas
desat’minútových intervalov. Počty intervalov s jednotlivými počtami zákazńıkov sú
dané v tabul’ke 2. Chceme zistit’, či môžeme pravdepodobnostné rozdelenie týchto
dát považovat’ za Poissonovo. Použijeme pritom ch́ı-kvadrát test dobrej zhody.

počet zákazńıkov 0 1 2 3 4
počet intervalov 24 33 17 3 3

Tabul’ka 2: Tabul’ka k pŕıkladu 4

(a) Odhadnite parameter Poissonovho rozdelenia.

(b) Zlúčte možnosti
”
traja zákazńıci“ a

”
štyria zákazńıci“ do jednej -

”
traja a

viaceŕı“. Ktorý z výpočtov na obrázku 6 dáva správny výpočet očakávaných
početnost́ı, ak v premennej lam je odhad parametra λ a v premmenej N je
počet dát? Zdôvodnite svoju odpoved’.

(c) Aké je pravdepodobnostné rozdelenie štatistiky za platnosti nulovej hypotézy?
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Obr. 6: Výpočet k pŕıkladu 4.

Obr. 7: Výpočet k pŕıkladu 4.

(d) Ktorý z výpočtov na obrázku 7 je správnym použit́ım ch́ı-kvadrát testu dobrej
zhody a prečo? Aký je výsledok testu - zamietame hypotézu o Poissonovom
rozdeleńı alebo nie?

Riešenie.

(a) Strednou hodnotou Poissonovho rozdelenia je jeho parameter λ, odhadneme
ho preto ako aritmetický priemer dát. Celkovo je 24 + 33 + 17 + 3 + 3 = 80, a
teda ich priemer je

λ =
1

80
(0 ·+1 · 33 + 2 · 17 + 3 · 3 + 4 · 3) = 88

80
=

11

10
= 1,1.

(b) Ak X je náhodná premenná s naš́ım Poissonovým rozdeleńım, tak požadované
početnosti sú N · P(X = 0), N · P(X = 1), N · P(X = 2), N · P(X ≥ 3). Vieme
(alebo si nájdeme vo vzorcovńıku), že v Pythone pmf poč́ıta probability mass
function - teda pravdepodobnosti daných hodnôt a cdf poč́ıta cummulative
distribution function distribučnú funkciu. Takže ak sa pozrieme na obrázok 6:

1prakticky by sme vypoč́ıtali presnú hodnotu
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• Pravdepodobnosti musia byt’ vynásobené počtom pozorovańı N , aby sa
z nich stali očakávané početnosti. Teda možnost’ B nevyhovuje, lebo sú
tam len pravdepodobnosti (navyše posledná nie je správna).

• Prvé tri hodnoty musia byt’ N*pmf(0, lam), N*pmf(1, lam), N*pmf(2,

lam), teda možnost’ D nevyhovuje, lebo tam sú namiesto pravdepodob-
nost́ı hodnoty distribučnej funkcie.

• Zostali možnosti A a C, ktoré sa ĺı̌sia poslednou hodnotou. Pŕıslušné
pravdepodobnosti, ak označ́ıme F distribučnú funkciu, sú

pA = 1− F (2) = 1− P(X ≤ 2) = P(X > 2) = P(X ≥ 3),

pC = 1− F (3) = 1− P(X ≤ 3) = P(X > 3) = P(X ≥ 4).

Správna je teda možnost’ A2.

(c) Štatistika má ch́ı-kvadrát rozdelenie. Máme štyri kategórie hodnôt, do ktorých
sú zatriedené dáta, takže ak by sme neodhadovali parametre rozdelenia, štatistika
by mala tri stupne vol’nosti. Ked’že však odhadujeme jeden parameter, počet
stupňov vol’nosti sa zńıži o jeden. Takže štatistika má ch́ı-kvadrát rozdelenie s
dvoma stupňami vol’nosti.

(d) Parameter ddof vyjadruje delta degrees of freedom, teda o kol’ko sa zńıži
počet stupňov vol’nosti kvôli odhadovaniu parametrov. V našom pŕıpade o
1 (ako sme to naṕısali v predchádzajúcom bode), teda správny výstup je
ten, ktorý pochádza z volania funkciu s parametrom ddof=1. Pŕıslušná p-
hodnota je 0,403. To je viac ako 0,05, takže na štandardnej pät’percentnej
hladine významnosti hypotézu o Poissonovom rozdeleńı nezamietame.

2Na ṕısomke samozrejme stač́ı ukázat’, že vami zvolená možnost’ obsahuje správne hodnoty (nie
je nutné vysvetlit’, v čom sú ostatné možnosti nesprávne). Za uhádnutú odpoved’, resp. nesprávne
zdôvodnenie však body nie sú, takže ak neviete určit’ správnu odpoved’, je lepšie naṕısat’ (so
správnym zdôvodneńım), čo nie je správna možnost’. Za to sa čiastočný počet bodov źıskat’ dá.
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2 Pravdepodobnost’ úspechu v postupnosti nezávislých

pokusov

Pŕıklad 1. Vyučujúci zmenil systém skúšania, namiesto riešenia úloh bude skúška
pozostávat’ z testu. V minulosti bola pravdepodobnost’ úspešného absolvovania skúšky
na prvom termı́ne 70 percent. Teraz z 80 študentov spravilo v prvom termı́ne skúšku
60. Je zrejmé, že kvôli náhodnosti nemôžeme ani pri úspešnosti 70 percent očakávat’,
že skúšku sprav́ı presne 70 percent študentov. Môžeme odchýlku od 70 percent
priṕısat’ náhodnosti? Alebo je rozdiel významný a môžeme teda povedat’, že zmenou
typu skúšky sa zmenila úspešnost’?

(a) Sformulujte nulovú hypotézu a alternat́ıvnu hypotézu.

(b) Predpokladajme, že plat́ı nulová hypotéza. Na prvý termı́n skúšky prǐslo 80
študentov. Aké je pravdepodobnostné rozdelenie počtu študentov, ktoŕı skúšku
úspešne spravia?

(c) Odvod’te, prečo môžeme rozdelenie z predchádzajúceho bodu aproximovat’

normálnym. Vypoč́ıtajte parametre tohto rozdelenia.

(d) Ako nám pri rozdhodnut́ı o testovańı hypotézy pomôžu kvantily normali-
zovaného normálneho rozdelenia na obrázku 8? Odvod’te postup, pomocou
ktorého sa rozhodne o zamietnut́ı alebo nezamietnut́ı nulovej hypotézy na hla-
dine významnosti 5 percent.

Obr. 8: Výpočet k pŕıkladu 1.

(e) Ako sa vypoč́ıta p-hodnota testu? Vyjadrite ju pomocou distribučnej funkcie
normalizovaného normálneho rozdelenia..

(f) Na základe výstupu z Pythonu na obrázku spravte záver - zamietame nulovú
hypotézu alebo nie?

Riešenie. Ide o analógiu testovania pravdepodobnosti padnutia hlavy na minci z
prednášky (pŕıklad s euromincou, ktorý sa dostal do správ).

(a) Označme p pravdepodobnost’ úspechu na prvom termı́ne po zmene skúšky.
Chceme zistit’, či sa úspešnost’ zmenila - mohla sa zlepšit’ alebo zhoršit’. preto
ide o obojstranný test:

H0 : p = 0,7, H1 : p ̸= 0,7
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Obr. 9: Výpočet k pŕıkladu 1.

(b) Výsledky skúšky jednotlivých študentov môžeme považovat’ za nezávislé. Preto
ide o 80 nezávislých pokusov, pričom pravdepodobnost’ úspechu v pokuse je
0,7. Počet študentov (označme ho X), ktoré spravili skúšku, je počet úspechov
v tejto sérii pokusov, takže pravdepodobnostné rozdelenie tejto náhodnej pre-
mennej je Bin(n, p), kde n = 80, p = 0,7.

(c) Pre vel’ký počet pokusov môžeme Bin(n, p) na základe centrálnej limitnej vety
aproximovat’ normálnym rozdeleńım s rovnakou strednou hodnotou a disper-
ziou3.

Podl’a centrálnej limitnej vety má súčet nezávislých náhodných premenných
s rovnakým rozdeleńım limitne normálne rozdelenie. Náhdonú premennú X
s binomickým rozdeleńım Bin(n, p) môžeme naṕısat’ ako súčet nezávislých
náhodných premenných s rovnakým rozdeleńım X1+ · · ·+Xn, kde Xi sa rovná
1 s pravdepodobnost’ou p a 0 s pravdepodobnost’ou 1− p (teda Xi vyjadruje,
či v i-tom pokuse nastal úspech).

Stredná hodnota a disperzia tohto binomického rozdelenia je

E(X) = n · p = 80 · 0,7 = 56, D(X) = n · p · (1− p) = 80 · 0,7 · 0,3 = 16,8.

teda ho aproximujeme normálnym rozdeleńım

X
aprox∼ N (µ, σ2), kde µ = 56, σ2 = 16.8.

(d) Ked’že alternat́ıvna hypotéza hovoŕı, že pravdepodobnost’ nie je 0,7, nulovú
hypotézu zamietneme pre vel’mi vel’ké aj vel’mi malé hodnotyX. Hranice musia
byt’ také, aby pravdepodobnost’ zamietnutia pravdivej hypotézy bola 5 percent.

Na obrázku 8 vid́ıme, že pre normalizované normálne rozdelenie tieto hranice
máme vypoč́ıtané: pre Z ∼ N (0, 1) plat́ı

P(Z < −1,95996) = 0,025,

P(Z < 1,95996) = 0,975 ⇒ P(Z > 1,95996) = 0,025.

Takže ak by štatistika mala Y ∼ N (0, 1) a chceli by sme obor zamietnu-
tia v tvare

”
vel’mi malé a vel’mi vel’ké hodnoty“, znamenalo by to

”
menšie

ako -1,95996 alebo väčšie ako 1,95996“. Takúto štatistiku však vieme z našej
náhodnej premennej X vyrobit’:

X ∼ N (56; 16,8) ⇒ Z =
X − 56√

16,8
∼ N (0, 1).

3špeciálny pŕıpad prvého pŕıkladu v prednáške o centrálnej limitnej vete
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Vypoč́ıtame teda testovaciu štatistiku Z = X−56√
16,8

, kde X je počet úspešných
študentov z celkového počtu 80. Nulovú hypotézu zamietneme, ak je táto
štatistika menšia ako -1,95996 alebo väčšia ako 1,95996.

(e) P-hodnota je pravdepodobnost’, že za platnosti nulovej hypotézy dostaneme
štatistiku aspoň tak extrémnu ako je naša pozorovaná. V našom pŕıpade je
X = 60 a štatistika je rovná Z = 60−56√

16,8
= 4√

16,8
. Ked’že máme obostrannú al-

ternat́ıvnu hypotézu,
”
aspoň tak extrémna hodnota“ znamená štatistika väčšia

alebo rovná 4√
16,8

alebo menšia alebo rovná − 4√
16,8

. To má pravdepodobnost’

p = P
(
Z ≥ 4√

16,8

)
+ P

(
Z ≤ − 4√

16,8

)
= 1− P

(
Z <

4√
16,8

)
+ P

(
Z ≤ − 4√

16,8

)
= 1− Φ

(
4√
16,8

)
+ Φ

(
− 4√

16,8

)
,

kde sme využili, že Z má za platnosti nulovej hypotézy normalizované normálne
rozdelenie. Graficky je tento výpočet naznačený na obrázku 10.

Obr. 10: Výpočet p-hodnoty v pŕıklade 1.

(f) P-hodnota na obrázku 9 je 0,32911, čo je viac ako 0,05, takže na 5-percentnej
hladine významnosti nulovú hypotézu o úspešnosti 70 percent nezamietame.

Pŕıklad 2. Kuriérska spoločnost’ zoptimalizovala svoje trasy. Chce zistit’, či sa jej
podarilo zlepšit’ doručovanie. Doteraz bola pravdepodobnost’ úspešného doručovania
(pod č́ım rozumieme splnenie interných kritéríı na dodržanie časov oznámených
zákazńıkom) v daný deň 0,8. Po zavedeńı nových trás bolo z 50 nezávislých dńı
doručovania úspešných 46.

(a) Sformulujte nulovú hypotézu a alternat́ıvnu hypotézu.

(b) Predpokladajme, že plat́ı nulová hypotéza. Aké je pravdepodobnostné rozde-
lenie počtu úspešných dńı? Akým rozdeleńım ho môžeme aproximovat’?
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(c) Vypoč́ıtajte hodnotu Z-̌statistiky pre tento test. Ako súviśı s rozdeleńım z
predchádzajúceho bodu?

(d) Ako sa rozhodneme o zamietnut́ı alebo nezamietnut́ı nulovej hypotézy na hla-
dine významnosti 5 percent?

(e) Ako sa vypoč́ıta p-hodnota testu?

(f) Ktorý z výstupov z Pythonu na obrázku je relevantný pre náš pŕıklad? Spravte
na základe neho záver o testovanej hypotéze.

Riešenie.

(a) Označme p pravdepodobnost’ úspešného doručenia kuriérom po zavedeńı nových
trás. Chceme overit’, či sa úspešnost’ zlepšila - preto ide o jednostranný test s
alternat́ıvou:

H0 : p = 0,8, H1 : p > 0,8

Dôvod takejto alternat́ıvy je ten, že v pŕıpade zamietnutia nulovej hypotézy
chceme tvrdit’, že došlo k zlepšeniu.

(b) Každý deň doručovania môžeme považovat’ za nezávislý pokus. Počet úspešných
dńı X z n = 50 dńı má binomické rozdelenie:

X ∼ Bin(n = 50, p = 0,8)

(c) Pre vel’ký počet pokusov môžemeX aproximovat’ normálnym rozdeleńım podl’a
centrálnej limitnej vety, pričom stredná hodnota a disperzia tohto normálneho
rozdelenia sa rovná strednej hodnote a disperzii X:

X
aprox∼ N (µ, σ2), µ = n · p = 40, σ2 = n · p · (1− p) = 50 · 0.8 · 0.2 = 8,

(d) Testovacia štatistika Z je rovnako ako v predcházajúcom pŕıklade normalizo-
vaná náhodná premenná X:

Z =
X − µ

σ
=

46− 40√
8

=
6√
8

(e) Za platnosti nulovej hypotézy má Z normalizované normálne rozdelenie. Nu-
lovú hypotézu zamietneme v prospech alternat́ıvnej v pŕıpade vel’mi vel’kého
počtu úspešných dńı X. To je ekvivalentné s tým, že štatistika Z nadobúda
vel’mi vel’kú hodnotu. Hranica sa urč́ı tak, aby pravdepodobnost’ zamietnutia
pravdivej nulovej hypotézy bola 0,05. Ak je nulová hypotéza pravdivá, tak Z
má normalizované normálne rozdelenie, teda hl’adaná hranica z je taká, pre
ktorú

P(N (0, 1) > z) = 0,05,

P(N (0, 1) ≤ z) = 0,95,

Φ(z) = 0,95,

z = Φ−1(0,95).

Hypotéza sa teda zamieta, ak je Z štatistika väčšia ako Φ−1(0,95).

12



(f) P-hodnota pre jednostranný test sa vypoč́ıta ako pravdepodobnost’, že za plat-
nosti nulovej hypotézy bude štatistika aspoň taká extrémna ako je jej pozo-
rovaná hodnota. Extrémna tu znamená, že sa odchyl’uje od nulovej hypotézy
v prospech alternat́ıvnej. Teda ide o pravdepodobnost’, že počet úspešných
dńı bude taký, ako sme ho pozorovali alebo ešte väčš́ı. V reči Z-̌statistiky to
znamená, že ide o pravdepodobnost’, že táto štatistika bude taká, ako sme ju
pozorovali alebo väčšia:

p = P
(
Z ≥ 6√

8

)
= 1− P

(
Z <

6√
8

)
= 1− Φ

(
6√
8

)
.

Pŕıklad 4. Uvažujme výsledky ṕısomky z pŕıkladu 1.

(a) Zostrojte 90-percentný a 95-percentný interval spol’ahlivosti ore pravdepo-
dobnost’ úspešného absolvovania skúšky. Použite pritom správne hodnoty z
obrázka 11

(b) Predpokladajme, že chceme spravit’ aj 99-percentný interval spol’ahlivosti. Čo
vieme povedat’ o jeho d́lžke v porovnańı s d́lžkou intervalov z prechádzajúceho
bodu bez toho, aby sme ho konkrétne poč́ıtali?

Obr. 11: Kvantily.

Riešenie.

(a) Vzorec pre interval spol’ahlhivosti máme vo vzorcovńıku:[
p̂− z1−α

2

√
p̂(1− p̂)

n
, p̂+ z1−α

2

√
p̂(1− p̂)

n

]
,

kde n = 80, p̂ = 60
80

= 0,75. Treba ešte určit’ kvantily. Vzt’ah pre interval
spol’ahlivosti je pre 100(1−α)-percentný interval spol’ahlivosti a hodnota zq je

také č́ıslo, ktoré sṕlňa podmienku P(N (0, 1) ≤ zq) = q. Teda:
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• V pŕıpade 90-percentného intervalu spol’ahlivosti je α = 0,1, a teda potre-
bujeme hodnotu z0,95, pre ktorú je P(N (0, 1) ≤ z0,95) = 0,95. Z obrázku
11 vid́ıme, že z0,95 = 1,64. 90-percentný interval spol’ahlivosti teda je[

0,75− 1,64 ·
√

0,75 · 0,25
80

, 0,75 + 1,64 ·
√

0,75 · 0,25
80

]
.

• V pŕıpade 95-percentného intervalu spol’ahlivosti je α = 0,05, a teda
potrebujeme hodnotu z0,975, pre ktorú je P(N (0, 1) ≤ z0,975) = 0,975. Z
obrázku 11 vid́ıme, že z0,975 = 1,96. 95-percentný interval spol’ahlivosti
teda je [

0,75− 1,96 ·
√

0,75 · 0,25
80

, 0,75 + 1,96 ·
√

0,75 · 0,25
80

]
.

(b) 99-percentný interval spol’ahlivosti obsahuje neznámy parameter p s pravde-
podobnost’ou 99 percent, 95 percentný s pravdeodobnost’ou 95 percent, 90
percentný s pravdepodobnost’ou 90 percent. S č́ım väčšou pravdepodobnost’ou
má interval obsahovat’ parameter p, tým je širš́ı. Teda 99-percentný interval
spol’ahlivosti bude širš́ı ako obidva intervaly z predchádzajúceho bodu.

Pŕıklad 5. V prieskume verejnej mienky vyjadarilo určitému politikovi podporu
245 l’ud́ı z 1000 oslovených. Zostrojte 95-percentný interval spol’ahlivosti pre jeho
podporu.

Riešenie. Vzorec pre interval spol’ahlhivosti máme vo vzorcovńıku:[
p̂− z1−α

2

√
p̂(1− p̂)

n
, p̂+ z1−α

2

√
p̂(1− p̂)

n

]
,

kde n = 1000, p̂ = 245
1000

= 0,245. Treba ešte určit’ kvantily. Vzt’ah pre interval
spol’ahlivosti je pre 100(1− α)-percentný interval spol’ahlivosti a hodnota zq je také

č́ıslo, ktoré sṕlňa podmienku P(N (0, 1) ≤ zq) = q. Teda v pŕıpade 95-percentného
intervalu spol’ahlivosti je α = 0,05, a teda potrebujeme hodnotu z0,975, pre ktorú
je P(N (0, 1) ≤ z0,975) = 0,975. Z obrázku 11 vid́ıme, že z0,975 = 1,96. 95-percentný
interval spol’ahlivosti teda je[

0,245− 1,96 ·
√

0,245 · 0,755
1000

, 0,245 + 1,96 ·
√

0,245 · 0,755
1000

]
.
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3 Stredná hodnota

Pŕıklad 1. Výrobca batéríı uvádza, že priemerná výdrž batérie ich nového modelu
je 10 hod́ın. Kvôli opakovaným st’ažnostiam na krátku výdrž batéríı sa rozhodol
preverit’ toto tvrdenie a zistit’, či nie je priemerná výdrž menšia, ako by mala byt’

Z náhodnej vzorke 16 batéríı boli zistené tieto charakteristiky o výdrži v hodinách
(priemer a výberová disperzia):

x̄ = 9,4, s2 = 1,22.

Predpokladajme, že výdrž batéríı sa dá modelovat’ normálnym rozdeleńım.

(a) Sformulujte nulovú a alternat́ıvnu hypotézu.

(b) Naṕı̌ste rozdelenie testovacej štatistiky za platnosti nulovej hypotézy. Vysvet-
lite základnú myšlienku, ako táto štatistika vznikla a prečo nemá normálne
rozdelenie.

(c) Vypoč́ıtajte hodnotu testovacej štatistiky.

(d) Určte kritický obor pre test na hladine významnosti α = 0,05. Použite pritom
správnu hodnotu kvantilu z obrázku 12

(e) Rozhodnite, či nulovú hypotézu zamietame alebo nezamietame.

(f) Bolo povedané, že výdrž batéríı sa dá modelovat’ normálnym rozdeleńım. Ako
by sme toto tvrdenie otestovali, ak by sme mali k dispoźıcii všetkých 16 na-
meraných hodnôt (nielen priemer avýberovú disperziu)?

Obr. 12: Kvantily.

Riešenie.

(a) Označme µ skutočnú priemernú výdrž batérie. Chceme overit’, či výrobca výdrž
batéríı nepreceňuje, preto voĺıme jednostranný test:

H0 : µ = 10, H1 : µ < 10.
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(b) Ked’že nepoznáme disperziu výdrže batéríı, použijeme jednovýberový t-test.
Vo vzorcovńıku nájdeme, že testovacia štatistika na testovanie hypotézy µ = µ0

z n dát je

T =
X̄ − µ0√

S2

n

,

kde X̄ je priemer a S2 výberová dispezia. Táto štatistka má za platnosti nulovej
hypotézy Studentovo t-rozdelenie n− 1 stupňami vol’nosti.

Ak by sme poznali disperziu výdrže batérie σ2, tak by za platnosti nulovej
hypotézy platilo, že X̄ má normálne rozdelenie so strednou hodnotou µ0 a
disperziou σ2

n
. V tejto situácii plat́ı

X̄ − µ0√
σ2

n

∼ N (0, 1).

V našom pŕıpade disperziu nepoznáme a nahrad́ıme ju výberovou disperziou.
Pritom sa však normálne rozdelenie nezachová. Dá sa však odvodit’ rozdelenie
štatistiky, ktorá takto vznikne, a je to práve uvedené Studentovo t-rozdelenie.

(c) Hodnota testovacej štatistiky je:

T =
9,4− 10√

1,22

16

=
−0,6
1,2
4

==
−0,6

0,3
= −2,0.

(d) Nulovú hypotézu v prospech alternat́ıvnej zamietneme vtedy, ak bude prie-
merná výdrž batéríı pŕılǐs ńızka. V reči t-̌statistiky to znamená, že hypotézu
zamietneme pre pŕılǐs malú hodnotu štatistiky. Konkrétna hraničná hodnota
sa uč́ı tak, aby pravdepodobnost’ zamietnutia pravdivej nulovej hypotézy bola
5 percent. Z obrázku 12 s kvantilmi vid́ıme, že muśıme zobrat’ hodnotu -1,75
(ak plat́ı nulová hypotéza, štatistika bude menšia ako -1,75 s pravdepodob-
nost’ou práve 5 percent). Teda hypotézu zamietame, ak je štatistika menšia
ako -1,75.

(e) Plat́ı −2 < −1,75, a teda nulovú hypotézu zamietame. Tvrd́ıme teda na
základe testov, že priemerná výdrž batéríı nie je 10 hod́ın, ako sa to tvrd́ı,
ale že je menšia.

(f) Kvôli malému počtu dát (16) je spomedzi testov, o ktorých sme hovorili, najv-
hodneǰśı Shapiro-Wilkov test.

Pŕıklad 2. Výrobca baleńı ryže deklaruje, že priemerná hmotnost’ jedného balenia je
1 kg. Z dôvodu technických obmedzeńı výrobnej linky môže dochádzat’ k miernemu
odchýlkam a balenie môže mat’ o niečo väčšiu aj o niečo menšiu hmotnost’. Chceme
však overit’, či nenastáva systematická chyba, teda či sa skutočná stredná hodnota
ĺı̌si od deklarovanej.

Zo vzorky 25 náhodne vybraných baleńı bol zistený priemer a výberová disperzia
hmotnosti:

x̄ = 1,016, s2 = 0,082.
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Predpokladajme, že hmotnost’ baleńı má približne normálne rozdelenie.

(a) Sformulujte nulovú a alternat́ıvnu hypotézu.

(b) Vypoč́ıtajte hodnotu testovacej štatistiky a naṕı̌ste rozdelenie testovacej štatistiky
za platnosti nulovej hypotézy.

(c) Určte zamietnutia pre test na hladine významnosti α = 0,05. Použite pritom
správnu hodnotu kvantilu z obrázku 13. V premennej df je vložený správny
počet stupňov vol’nosti.

(d) Rozhodnite, či nulovú hypotézu zamietame alebo nezamietame.

(e) Predpokladajme, že by sme spravili 95-percentný interval spol’ahlivosti pre
strednú hodnotu. Vieme bez jeho konkrétneho výpočtu povedat’, či bude ob-
sahovat’ hodnotu 1?

Obr. 13: Kvantily.

Riešenie.

(a) Označme µ skutočnú priemernú hmotnost’ jedného balenia ryže. Zauj́ıma nás
akákol’vek odchýlka od deklarovanej hodnoty, preto ide o obojstranný test:

H0 : µ = 1, H1 : µ ̸= 1.

(b) Hodnota testovacej štatistiky je :

T =
X̄ − µ0√

S2

n

=
1,016− 1√

S2

n

=
1,016− 1

0,08
5

=
0,016

0,016
= 1.

Za platnosti nulovej hypotézy má táto štatistika Studentovo t-rozdelenie s
n− 1, v našom pŕıpade 24 stupňami vol’nosti.
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(c) Nulovú hypotézu v prospech alternat́ıvnej zamietneme vtedy, ak bude prie-
merná hmotnost’ pŕılǐs ńızka alebo pŕılǐs vysoká. V reči t-̌statistiky to znamená,
že hypotézu zamietneme pre pŕılǐs malú hodnotu štatistiky alebo pŕılǐs vel’kú.
Konkrétna hraničná hodnota sa uč́ı tak, aby pravdepodobnost’ zamietnutia
pravdivej nulovej hypotézy bola 5 percent. Kvôli symetrii (nemáme dôvod
preferovat’ niektorú možnost’) budeme chciet’, aby pravdepodobnost’ zamietnu-
tia kvôli pŕılǐs malej hodnote bola 2,5 percenta a kvôli pŕılǐs vel’kej hodnote
tiež 2,5 percenta.

Z obrázku 13 s kvantilmi vid́ıme, že muśıme zobrat’ hodnoty -2,064 a 2,064. (ak
plat́ı nulová hypotéza, štatistika bude menšia ako -2,064 s pravdepodobnost’ou
práve 2,5 percenta a bude väčšia ako 2,064 tiež pravdepodobnost’ou práve 2,5
percenta ). Teda hypotézu zamietame, ak je štatistika menšia ako -2,064 alebo
väčšia ako 2,064.

(d) Ked’že −2,064 < 1 < 2,064, nulovú hypotézu o strednej hodnote 1 kg neza-
mietame.

(e) To, že sa nejaká hodnota m nachádza v 95-percentnom intervale spol’ahlivosti
je ekvivalentné s tým, že sa pri testovańı na 5-percentnej hladine významnosti
nezamietne hypotéza µ = m. V našom pŕıpade sa hypotéza o strednej hodnote
1 nezamietla, a teda 95-percentný interval spol’ahlivosti hodnotu 1 obsahuje.

Pŕıklad 3. Uvádza sa, že priemerná rozpustnost’ šumivej tablety v pohári vody je
dva a pol minúty. Janko Hraško si zapisoval časy, ako dlho sa rozpúšt’ali tablety v
jeho baleńı. Výsledok testovania je na obrázku 14. Predpokladjme, že čas, za ktorý
sa tableta rozpust́ı, má normálne rozdelenie.

Obr. 14: Výpočet k pŕıkladu 4.

(a) Aká hypotéza sa testovala a s akou alternat́ıvnou hypotézou?

(b) Aký je výsledok testu? Uvažuje hladiny významosti 1 percento, 5 percent, 10
percent.

(c) Pomocou kol’kých dát bola robená táto analýza?

Riešenie.

(a) Testovala sa hypotéza o strednej hodnote času potrebného na rozpustenie tab-
lety. Alternat́ıvna hypotéza nebola špecifikovaná, takže sa použila defaultná
obostranná. Teda

H0 : µ = 2,5, H1 : µ ̸= 2,5.
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(b) P-hodnota vo výstupe je 0,0468. Nulovú hypotézu zamietneme, ak je p-hodnota
menšia než zvolená hladina významnosti. Pre hladinu významnosti 0,01 (1
percento) je p-hodnota väčšia ako táto hladina významnosti, takže na tejto
hladine hypotézu nezamietame. Pri hladine významnosti 0,05 (5 percent) je
p-hodnota menšia ako táto hladina významnosti a nulovú hypotézu zamie-
tame. Rovnaký záver plat́ı aj pri hladine významnosti 0,1, (10 percent) kde
je p-hodnota znovu menšia ako hladina významnosti, a preto aj tu nulovú
hypotézu zamietame.

(c) Vo výstupe vid́ıme počet stupňov vol’nosti 34, pričom vieme, že sa rovná n−1,
kde n je počet dát. Teda v tomto pŕıpade bolo použitých 35 dát.

Pŕıklad 4. Skupina študentov dostala na začiatku vyučovacej hodiny z angličtiny
krátky test z predbranej lekcie. Počas hodiny sa lekcia zopakovala a na jej konci
študenti znovu naṕısali rovnaký test.

Na obrázku 15 je výstup zo štatistického testu. V premenných pred a po sú za-
znamenané body, ktoré študenti źıskali pred opakovańım lekcie a po jeho opakovańı.

Obr. 15: Výstup zo štatistického testu.

(a) Aký test sa použil na analýzu výsledkov? Prečo je vhodný?

(b) Sformulujte nulovú a alternat́ıvnu hypotézu, ktorá bola použitá. Prečo je v
tomto pŕıpade rozumné použit’ takúto alternat́ıvu?

(c) Aký predpoklad o dátach sa rob́ı pri použit́ı tohto testu?

(d) Aký je záver testu na 5-percentnej hladine významnosti?

(e) Ako by sme mohli ekvivalentne postupovat’ pomocou jednovýberového t-testu?

Riešenie.

(a) Pre analýzu výsledkov bol použitý párový t-test (funkcia ttest rel). Tento
test je vhodný, pretože ide o dve merania na tej istej skupine študentov pred a
po opakovańı lekcie, pričom chceme zistit’, či sa priemerný počet bodov skóre.
Párový t-test berie do úvahy závislost’ dát - pre každého študenta sa poč́ıta
jeho rozdiel pre a po opakovańı.

(b) Parameter alternative je zvolený ako less, čo znamená, že stredná hodnota
prvej premennej je menšia ako stredná hodnota druhej premennej. Nulová a
alternat́ıvna hypotéza teda sú:
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H0 : µpo = µpred, teda že opakovanie lekcie nemá vplyv na body z testu,

H1 : µpred < µpo, teda že opakovanie lekcie zlepšuje výsledok testu.

Je rozumné použit’ jednostrannú alternat́ıvu, pretože očakávame, že opakova-
nie lekcie zlepšuje výsledky. Pri obojstrannej alternat́ıve by sme po zamietnut́ı
nulovej hypotézy mohli povedat’ iba to, že výsledky pre a po opakovańı nie sú
rovnaké, ale nemohli by sme povedat’, že opakovanie výsledky zlepšilo.

(c) Predpokladáme, že rozdiely pred a po opakovańı, vypoč́ıtané pre každého
študenta, majú normálne rozdelenie.

(d) P-hodnota je 0,0235, čo je menej ako 0,05. Na 5-percentnej hladine významnosti
teda nulovú hypotézu zamietame. Tvrd́ıme teda, že opakovanie zlepšuje výsledok
jazykového testu.

(e) Mohli by sme vytvorit’ dáta s rozdielmi, napŕıklad ako rozdiely = [a-b for

a,b in zip(pred, po)] a potom pomocou jednovýberového testu testovat’,
či majú nulovú strednú hodnotu s alternat́ıvou, že stredná hodnota je záporná.

Pŕıklad 4. Na základnej škole chcú zistit’, či výučba matematiky podl’a novej
učebnice ovplyvńı výsledky žiakov. V ročńıku sú dve triedy. Trieda A absolvovala
tradičnú výučbu, v triede B použ́ıvali novú učebnicu. Na konci školského roka obi-
dve triedy dostali rovnakú ṕısomku. Úlohou je zistit’, či sa priemerný počet bodov
žiakov v triede A ĺı̌si od priemeru v triede B.

Obr. 16: Výstup zo štatistického testu.

(a) Aký test sa použil na analýzu výsledkov? Prečo je vhodný?

(b) Sformulujte nulovú a alternat́ıvnu hypotézu, ktorá bola použitá. Prečo bola
takto zvolená alternat́ıva?

(c) Aký predpoklad o dátach sa rob́ı pri použit́ı tohto testu?

(d) Aký je záver testu na 5-percentnej hladine významnosti?

(e) Je aj v tomto pŕıpade možné ekvivalentne postupovat’ pomocou jednovýberového
t-testu (tak ako v predchádzajúcom pŕıpade)?

Riešenie.
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(a) Použil sa nepárový t-test (funkcia ttest ind). Dôvod je ten, že skupiny A
a B sú nezávislé – žiaci z jednej skupiny nie sú párovańı so žiakmi z druhej
skupiny, takže párový test sa nedá použit’.

(b) Parameter alternative nebol špecifikovaný, defaultná hodnota je obojstranná
alternat́ıva, čo znamená, že stredná hodnota prvej premennej je iná ako stredná
hodnota druhej premennej. Nulová a alternat́ıvna hypotéza teda sú:

H0 : µA = µB, teda že stredné hodnoty v oboch triedach sú rovnaké,

H1 : µA ̸= µB, teda že stredné hodnoty sú rôzne

Takáto vol’ba alternat́ıvnej hypotézy znamená, že nevieme dopredu povedat’,
či nový spôsob výučby zlepš́ı alebo zhorš́ı výsledky. Preto testujeme akékol’vek
odchýlky od skupiny s tradičnou výučbou.

(c) Predpokladáme normálne rozdelenie počtu bodov v jednotlivých triedach. Ok-
rem toho, ked’že nebol špecifikovaný parameter equal var, použila sa jeho
defaultná hodnota True - to znamená, že predpokladáme rovnakú disperziu v
obidvoch triedach. Obidva predpoklady sa dajú testovat’ pomocou štatistických
testov.

(d) P-hodnota vo výstupe vyšla 0,1697, čo je viac ako 0,05. Na 5-percentnej hladine
významnosti teda nulovú hypotézu nezamietame. Tvrd́ıme teda, že stredná
hodnota počtu bodov je rovnaká pri obidvoch spôsoboch výučby.

(e) Jednovýberový t-test sa pri takýchto dátach použit’ nedá.

Pŕıklad 5. Na konci školského roka absolvovali žiaci štyroch tried záverečný test
z matematiky. Ciel’om je zistit’, či sa priemerné výsledky žiakov jednotlivých tried
ĺı̌sia.

(a) Ktorý štatistický test je na obrázku 17 použitý na porovnanie priemerov
štyroch tried? Sformulujte nulovú a alternat́ıvnu hypotézu pre tento test. Aké
sú predpoklady použitia tohto testu?

Obr. 17: Výstup zo štatistického testu.

(b) Na základe výstupu rozhodnite, či na hladine významnosti 5 percent zamiet-
neme nulovú hypotézu alebo nie.

(c) Navrhnite postup, ako zistit’, medzi ktorými triedami sú rozdiely.

(d) Na obrázku 18 je zobrazený boxplot bodov podl’a tried. Poṕı̌ste, čo na základe
týchto boxplotov intuit́ıvne očakávame, že výjde v predchádzajúcom bode.
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Obr. 18: Boxploty bodov podl’a tried.

Pŕıklad 5. Na konci školského roka absolvovali žiaci štyroch tried záverečný test
z matematiky. Ciel’om je zistit’, či sa priemerné výsledky žiakov jednotlivých tried
ĺı̌sia.

(a) Použila sa ANOVA (funkcia F oneway). Hypotézy sú

H0 : µA = µB = µC = µD,

teda že stredné hodnoty vo všetkých triedach sú rovnaké, Alternat́ıvna hy-
potéza je, že stredné hodnoty nie sú všetky rovnaké (negácia nulovej hypotézy).
Predpokladáme normálne rozdelenie počtu bodov v jednotlivých triedach. Ok-
rem toho, ked’že nebol špecifikovaný parameter equal var, použila sa jeho
defaultná hodnota True - to znamená, že predpokladáme rovnakú disperziu v
obidvoch triedach. Obidva predpoklady sa dajú testovat’ pomocou štatistických
testov.

(b) P-hodnota vo výstupe vyšla 0,000182, čo je menej ako 0,05. Na 5-percentnej
hladine významnosti teda nulovú hypotézu zamietame. Tvrd́ıme teda, že stredná
hodnota počtu bodov nie je vo všetkých triedach rovnaká.

(c) Na zistenie, medzi ktorými triedami sú rozdiely, budeme testovat’ zhody stredných
hodnôt pre všetky dvojice tried. Na to môžeme použit’ nepárový t-test.

Treba ešte mysliet’ na to, že budeme robit’ 6 porovnańı. Pri takomto viacnásobnom
testovańı sa zvyšuje riziko falošne pozit́ıvnych výsledkov, teda že niektoré hy-
potézy zamietneme

”
zbytočne“. Pri viacerých testoch už neplat́ı, že pravde-

podobnost’ zamietnutia pravdivej nulovej hypotézy je 5 percent. To plat́ı pre
každý jeden test samostatne, ale ak ich je viac, pravdepodobnost’ takejto chyby
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pri niektorom teste je vyššia. Aby sme tomu predǐsli, použ́ıvajú sa úpravy p-
hodnôt.

(d) Z grafu sa zdá, že v triede D je stredná hodnota iná ako v ostatných.
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4 Čo ešte zostalo...

Pŕıklad 1. Na obrázku 19 je najskôr použitý genrátor náhodných č́ısel, ktorý fun-
guje tak, že vrátu č́ıslo, ktoré vznikne ako súčet 12 nezávislých náhodných č́ısel s
rovnomerným rozdeleńım na (0, 1), od ktorého sa odč́ıta 6.

Obr. 19: Kód k pŕıkladu 1.

(a) Aký test sa použil na takto vygenerované dáta? Aká hypotéza sa testovala a
s akým výsledkom?

(b) Ako sa dá vysvetlit’ výsledok tohto testu?

Riešenie

(a) Použil sa Kolmogorovov-Smirnovov test, ktorým sa testovala zhoda s normálnym
rozdeleńım s parametrami 0 a 1 (teda zhoda s normalizovaným normálnym
rozdeleńım). P-hodnota vo výstupe vyšla 0,2566, čo je viac ako 0,05. Na
5-percentnej hladine významnosti teda nulovú hypotézu o normalizovanom
normálnom rozdeleńı nezamietame.

(b) Takto generované náhodné č́ısla normálne rozdelenie nemajú. Dá sa to vi-
diet’ z toho, že náhodná premenná s normálnym rozdeleńım môže nadobúdat’

l’ubovol’né reálne hodnoty. Nami generované náhodné č́ısla túto vlastnost’ ne-
majú. Každý z dvanástich sč́ıtancov nadobúda hodnoty z intervalu (0, 1), ich
súčet je teda z intervalu (0, 12). Po odpoč́ıtańı hodnoty 6 dostaneme č́ıslo z
intervalu (−6, 6).

Dôvodom, prečo sa rozdelenie generovaných náhodných č́ısel podobá na normálne,
je centrálna limitná veta. Podl’a nej má súčet nezávislých rovnako rozde-
lených náhodných premenných približne normálne rozdelenie. So zväčšujúcim
sa počtom sč́ıtancov sa k normálnemu rozdeleniu približuje, pričom vid́ıme,
že v tomto pŕıpade stač́ı na vel’mi dobrú zhodu už 12 sč́ıtancov (ked’že po
odpoč́ıtańı konštanty 6 sa zhoda s normálnym rozdeleńım zachová). Stredná
hodnota a disperzia je rovnaká ako pre testované normálne rozdelenie. Zo vzor-
covńıka z pravdepodobnosti vieme, že rovnomerné rozdelenie na intervale (0, 1)
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má strednú hodnotu 1
2
a disperziu 1

12
. Ak teda označ́ıme X1, . . . , X12 nezávislé

náhodné premenné s rovnomerným rozdeleńım na (0, 1), tak

E(X1 + . . . X12 − 6) = E(X1) + . . .E(X12)− 6 = 12 · 1
2
− 6 = 0,

D(X1 + . . . X12 − 6) = D(X1 + . . . X12) = D(X1) + . . .D(X12)− = 12 · 1

12
= 1.

Pŕıklad 2. Vo viacerých pŕıkladoch v predchádzajúcej kapitole sme potrebovali,
aby boli dáta normálne rozdelené. Mohli by sme použit’ Kolmogorovov-Smirnovov
test z predchádzajúceho pŕıkladu na otestovanie normálneho rozdelenia týchto dát?

Riešenie Nie, Kolmogorovov-Smirnovov test sa v takýchto pŕıkladoch nedá použit’.
Tento test predpokladá, že parametre testovaného rozdelenia sú dané, teda že nie
sú odhadované z dát. To nie je pŕıpad testovania normálneho rozdelenia pre zadané
dát - vtedy parametre nepoznáme.

Dá sa namiesto toho použit’ Lillieforsov test, ktorý použ́ıva rovnakú myšlinenku
ako Kolmogorovov-Smirnovov test - porovnanie embirickej distribučnej funkcie z
dát a distribučnej funkcie testovaného rozdelenia. Sú aj iné testy - spomı́nali sme
D’Agostinov-Pearsonov test a Shapirov-Wilkov test (ten sa dá použit’ aj v pŕıpade,
ked’ máme malý počet dát).
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Vzorcovńık II. na skúšku (štatistika)

• Ch́ı-kvadrát test dobrej zhody

– Testujeme zhodu dát s daným rozdeleńım

– Testovacia štatistika: χ2 =
∑k

i=1
(Oi−Ei)

2

Ei
, kde Oi sú pozorované počty

(observed) a Ei sú očakávané počty (expected)

– V Pythone funkcia chisquare(f obs, f exp)

– Za platnosti nulovej hypotézy sa rozdelenie štatistiky dá aproximovat’

ch́ı-kvadrát rozdeleńım s k − 1 stupňami vol’nosti.

– Ak sa odhaduje p parametrov, počet stupňov vol’nosti sa zmenš́ı ešte o p
(v Pythone parameter ddof)

• Iné testy zhody dát so zadaným rozdeleńım

– Kolmogorovov-Smirnovov test: zhoda so spojitým rozdeleńım, ktorého
parametre nie sú odhadované (v Pythone kstest)

– Lillieforsov test - modifikácia Kolmogorovovho-Smirnovovho testu pre
testovanie normálneho rozdelenia s neznámymi parametrami

– Ďaľsie testy normálneho rozdelenia: D’Agostinov-Pearsonov test (v Pyt-
hone normaltest) a Shapirov-Wilkov test (v Pythone shapiro, dá sa
použit’ aj v pŕıpade, ked’ máme malý počet dát).

• Test o pravdepodobnosti úspechu v postupnosti nezávislých pokusov

– Testuje sa p = p0

– Testovacia štatistika: Z = X̄−np0√
np0(1−p0)

, kde X je počet úspechov v n po-

kusoch

– Za platnosti nulovej hypotézy má približne N (0, 1) rozdelenie

– V Pythone: proportions ztest(count, nobs), parameter alternative
je defaultne two-sided, nastav́ıme ešte prop var=False

• Test o strednej hodnote normálneho rozdelenia

– Disperzia normálneho rozdelenia je neznáma

– Testuje sa µ = µ0, alternat́ıva môže byt’ µ ̸= µ0, µ > µ0, µ < µ0

– V Pythone ttest 1sample, parameter popmean je µ0, alternat́ıva je de-
faultne two-sided, nerovnosti sa zaṕı̌su ako less, greater

– Testovacia štatistika: T = X̄−µ0√
S2

n

– Za platnosti nulovej hypotézy má Studentovo t-rozdelenie n−1 stupňami
vol’nosti.

• Párový t-test

26



– párové dáta,

– vyžaduje normálne rozdelenie

– testuje sa µ1 = µ2

– v Pythone ttest rel

– parameter alternative môže byt’ two-sided (default), less, greater

• Nepárový t-test

– nepárové dáta,

– vyžaduje normálne rozdelenie

– testuje sa µ1 = µ2

– v Pythone ttest ind

– parameter alternative môže byt’ two-sided (default), less, greater

– parameter equal var - či sú rovnaké disperzie, defaultne True

• ANOVA

– vyžaduje normálne rozdelenie

– testuje sa zhoda všetkých stredných hodnôt (alternat́ıva, že nie sú rov-
naké)

– v Pythone F oneway

– parameter equal var - či sú rovnaké disperzie, defaultne True

• Intervaly spol’ahlivosti

– 100(1− α)-percentný IS pre pravdepodobnost’ úspechu v pokuse:[
p̂− z1−α

2

√
p̂(1− p̂)

n
, p̂+ z1−α

2

√
p̂(1− p̂)

n

]
,

kde zq je také č́ıslo, ktoré sṕlňa podmienku P(N (0, 1) ≤ zq) = q

– 100(1− α)-percentný IS pre strednú hodnotu normálneho rozdelenia:[
X̄ − t1−α

2
, n−1

√
S2

n
, X̄ + t1−α

2
, n−1

√
S2

n

]

kde tq,k je také č́ıslo, ktoré sṕlňa podmienku P(X ≤ tq,k) = q pre X so
Studentovým rozdeleńım s k stupňami vol’nosti

• Pravdepodobnostné rozdelenia v Pythone: pmf - pravdepodobnost’ (pro-
bability mass function), cdf - distribučná funkcia (cummulative distribition
function), ppf - inverzná funkcia k distribučnej (percent point function)
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