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1 Chi-kvadrat test dobrej zhody

Priklad 1. Hadzali sme 600 krat klasickou hracou kockou. Jednotka padla 120 kréat,
dvojka 90 krét, trojka 89 krat, stvorka 93 krat, piatka 105 krat, sestka 103 krat.
Chceme testovat hypotézu, ze kocka je pravidelns chi-kvadrat testom dobrej zhody.

(a) Zostrojte tabulku pozorovanych a oc¢akévanych pocetnosti a pomocou nej
vypocitajte testovaciu Statistiku.

(b) Pre aké hodnoty statistiky sa hypotéza zamieta? Velmi velké, velmi malé alebo
pre obdive moznosti? Preco?

(¢) Aké je pravdepodobnostné rozdelenie statistiky za platnosti nulovej hypotézy?

(d) Ako vypocitame kriticki hodnotu, ur¢ujicu, ¢ sa hypotéza zamietne alebo
nie? Ako bude vyzerat rozhodovanie o zamietnuti?

(e) Ako vypocitame p-hodnotu? Ako bude vyzeraf rozhodovanie o zamietnuti?

Riesenie. Testovanie pravdelnosti kocky je priklad, na ktorom bol vysvetlovany na
prednaske, takze postupujeme analogicky:

(a) Ak je kocka pravideln4, pravdepodobnost kazdého poctu bodiek je %. Pri 600

pokusoch je ocakdvana pocetnost kazdej moznosti rovna % -600 = 100. Spolu

s pozorovanymi poc¢tami zo zadania tak dostavame prvé tri stipce tabulky 1,
ktoré si pozadované v zadani tlohy.

¢islo na pozorovana ocakavana rozdiel sCitanec v
kocke pocetnost pocetnost sume
1 120 100 20 P
2 90 100 10 10
3 89 100 11 cur
4 93 100 -7 £
5 105 100 5 B
6 103 100 3 .

Tabulka 1: Tabulka k prikladu 1

Zostavajuce dva stfpce nam pomozu pri konstrukeii testovacej Statistiky. Po-
znamenajme eSte, ze je jedno, ¢i rozdiely pocitame ako ,ocakavané minus
pozorované“ alebo ,pozorované minus ocakavané®, lebo v nasledujicom kroku
sa umocnia na druhti. Hodnota Statistiky - ozna¢ime ju ako x? (chi-kvadrét)
je
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kde O; st pozorované pocty (observed) a Ej si ocakdvané pocty (expected).
Scitujeme teda hodnoty v poslednom stlpci tabulky 1. Hodnota testovacej
Statistiky teda je 7,04.

(b) Hodnota statistiky je vzdy nezédpornd, nulovd hodnota by znamenala dokonald
zhodu medzi ocakdvanymi a pozorovanymi poctami jednotlivych moznosti.
Velkd hodnota znamen4, Ze sa ocakdvané a pozorované hodnoty vyrazne lisia.
Nulovii hypotézu teda zamietneme pre velmi velké hodnoty testovacej statistiky.

(¢) Za platnosti nulovej hypotézy - ak neodhadujeme ziadne parametre rozdelenia,
¢o je aj nas pripad - plati, ze Statistika ma x? rozdelenie s k — 1 stupiiami
volnosti, kde k je pocet kategérii, do ktorych triedime data (teda pocet riadkov
v tabulke). V nasom pripade je k = 6, teda testovacia Statistika m4 za platnosti
nulovej hypotézy x? rozdelenie s 5 stupitami volnosti.

(d) Test m4 fungovat tak, Ze ak nulovd hypotéza plati, tak ju zamietneme so stano-
venou pravdepodobnostou o, ktora sa nazyva hladina vyznamnosti. Uvazujme
Standardni hladinu vyznamnosti o = 0,05. KedZe hypotézu zamietame pre
velké hodnoty $tatistiky, kriticki hodnotu néjdeme ako takt hodnotu X7 i
pre ktord je P(x? > Xiiuias) = 0,05, ak X je ndhodnd premennd s x* rozdelenie
s 5 stupiiami volnosti.

Potom pre vypoéitant hodnotu statitiky x? funguje rozhodovanie nasledovne:
Ak x? > Xiiiaws nulovid hypotézu zamietame. Ak x? < XE.0u4, Dulovid hy-
potézu nezamietame. (Je jedno, kam ddme znamienko rovnosti.)

V nasom pripade x? = 7,04 a kritickd hodnota je podla vypoctu na obrazku 1
rovna x? = 11,07, teda nezamietame nulovii hypotézu o pravidelnej kocke.

from scipy.stats import chi2

alpha = 9.05

df =5

chi2 krit = chi2.ppf(1 - alpha, df)
print(f"kriticka hodnota: {critical value:.2f}")

kriticka hodnota: 11.07

Obr. 1: Vypocet kritickej hodnoty v priklade 1. Hladdme hodnotu X3 ;;4.4, pre ktoru
je P(X > Xiiiaw) = 0,05, Teda ak F je distribucénd funkcia, tak F'(XZ iiis) =
P(X < XEiiaw) = 0,95. Potrebujeme teda hodnotu inverznej funkcie k distribuéne;
funkcii v bode 0,95.

(e) P-hodnota je definovand ako pravdepodobnost, Ze za platnosti nulovej hy-
potézy bude testovacia statistika y? rovnakd alebo ,horsia “vicsia ako vypocitand
hodnota. Teda ak X je je ndhodné premennd s x? rozdelenie s 5 stupiami
volnosti, potrebujeme P(X > y?).

P-hodnotu porovnavame s hladinou vyznamnosti. Uvazujme standardnu hla-
dinu vyznamnosti a = 0,05. Ak je p-hodnota mensia ako 0,05, tak nulovi



hypotézu zamietame. Ak je p-hodnota véacsia alebo rovna 0,05, tak nulovi
hypotézu nezamietame.

V nasom pripade je p-hodnota na zaklade vypoctu na obrazku 2 rovna 0,2177,
teda nezamietame nulovi hypotézu o pravidelnej kocke.

from scipy.stats import chi2

statistika = 7.04

df =5

p_value = 1 - chi2.cdf(statistika, df)
print(f"p-hodnota: {p_value:.af}")

p-hodnota: ©.2177

Obr. 2: Vypocéet p-hodnoty v priklade 1. Pre vypoéitani hodnotu Statistiky y?
Hladdme pravdepodobnost P(X > x?). Teda ak F' je distribuénd funkcia, tak po-
trebujeme 1 — F(x?)

Poznamka. Na obrazku 3 uvadzame testovanie tejto hypotézy pomocou funkcie
zabudovanej v Pythone. Vidime, Ze hodnota Statistiky aj p-hodnota sa zhoduje s
nasim vypoctom.

from scipy.stats import chisquare

pozorovane = [120, 9@, 89, 93, 185, 103]
ocakavane = [100]%6

stat, pval = chisquare(f_obs=pozorovane, f_exp=ocakavane)
print(f"statistika: {stat:.4f}")
print(f"p-hodnota: {pval:.4f}")

statistika: 7.0400
p-hodnota: 0.2177

Obr. 3: Testovanie hypotézy z prikladu 1 pomocou funkcie zabudovanej v Pythone.

Priklad 2. Mame dve mince a vznikla otazka, ¢i st obe pravidelné. Preto nimi
hédzali spolu 200 krat, pricom v 60 pripadoch padli dve hlavy, v 44 pripadoch padli
dva znaky a v 96 pripadoch padol jeden znak a jedna hlava. Na zaklade tychto
tidajov, mame rozhodnit, ¢i sa dani dve mince mozu povazovat za pravidelné alebo
nie. Chceme pritom pouzit chi-kvadrat test dobrej zhody.

(a) Vypocitajte testovaciu statistiku.
(b) Aké je pravdepodobnostné rozdelenie statistiky za platnosti nulovej hypotézy?

(¢) Ktoréd z hodnot na obrazku (c) je spravnou kritickou hodnotou pre tento test,
ak chceme pouzit hladinu vyznamnosti 0,05? Ako bude vyzerat rozhodovanie
o zamietnuti?



(d) Zamietama v tomto pripade hypotézu o pravidelnych minciach alebo nie?

(e) Co vieme bez d'aldieho vypoctu povedat o p-hodnote? Je viicsia alebo mensia
ako 0,05

from scipy.stats import chi2

= chi2.ppf(e.85, df=4)
= chi2.ppf(©.95, df=4)
chiz2.ppft(8.05, df=3)
= chi2.ppf(@.95, df=3)
= chi2.ppf(@.05, df=2)
= chi2.ppf(@.95, df=2)
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for 1 in [A, B, C, D, E, F]:
print(round(i, 5))

71872
LA8773
.35185
.81473
. 18259
.99146
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Obr. 4: Hodnoty k prikladu 2.
RieSenie.

(a) Mame 200 hodov, pozorované pocty si: Oug = 60, Ozz = 44, Ongz, zu = 96.
Predpoklad nulovej hypotézy je, ze obe mince si pravidelné. Hody nezavislé
takze pravdepodobnosti jednotlivych vysledkov st:

P(HH) =0,5-0,5=0,25, P(ZZ)=0,5-0,5= 0,25,

P(HZ alebo ZH) = 0,5-0,5+0,5-0,5=0,5
Ocakavané pocetnosti tychto vysledkov pri 200 pokusoch potom su:

Eyn = 0.25-200 = 50, FEzz = 0.25-200 =50, FEuz zu = 0.5-200 = 100

Testovacia statistika je

O; — E;)? 60 — 50)% (44 —50)% (96 —100)2 100 36 16
oy OB (=507 (4502 (96100 _

2,88

E, 50 50 100 50 50 100

(b) Kategdrie, pre ktoré sa porovnévaju pozorované a ocakdvané pocty, si tri.
Takze pravdepodobnostné rozdelenie Statistiky za platnosti nulovej hypotézy
je chi-kvadrat s dvoma stupnami volnosti.



(c) Hypotéza sa zamietne, ak je Statistika vacsia ako kritickd hodnota. Statistika
mé za platnosti nulovej hypotézy je chi-kvadrat s dvoma stupriami volnosti.
Kritickd hodnota je teda také ¢islo x, pre ktoré je pravdepodobnost, chi-
kvadrat s dvoma stupiiami volnosti nadobudne hodnotu véésiu ako x, rovné
0,05

Ak F je distribuénd funkcia chi-kvadrat s dvoma stupniami volnosti, tak F'(z) =
P(X < Xiusies) = 0,95. Potrebujeme teda hodnotu inverznej funkcie k dis-
tribu¢nej funkcii v bode 0,95. V Pythone je tato inverzna funkcia pod nazvom
ppf a parameter df, oznacujici pocet stupnov volnosti, je rovny 2. Z ¢isel na
obrazku je kritickou hodnou ¢islo F'.

(d) Hodnota testovacje Statistiky je 2,88. Nulova hypotéza sa zamieta pre hodnoty
Statistiky, ktoré su vécsie ako kritickd hdonota, pricom nasa kriticka hodnota
je 5,99146. Nulovi hypotézu o pravidelnych minciach teda nezamietame.

(e) Na hladine vyznamnosti 0,05 sme hypotézu nezamietli. To znamend, ze p-
hodnota je vicsia ako 0,05.

Priklad 3. HddZzeme Siestimi kockami a zaznamendvame, kolkokrat padla Sestka.
Ziadna Sestka nepadla v 345 pokusov, jedna Sestka padla v 411 pokusoch, dve v
187 pokusoch, tri v 50 pokusoch, styri v 6 pokusoch, pit v zostdvajiicom jednom
pokuse. Ani raz sa nestalo, ze by na vSetkych kockach padli Sestky. Na zdklade
tychto ddajov, mame rozhodnut, ¢ si dané kocky pravidelné alebo nie. Chceme
pritom pouzit chi-kvadrat test dobrej zhody. Zaciatok vypoctu je na obrazku 5.

from scipy.stats import binom

n_hody = 1000 # pocet pokusov
n_kocky = 6 # pocet kociek v jednom pokuse
p_sestka = 1/6  # pravdepodobnost sestky

print(f"{ 'pofet Sestiek':»15} | { pravdepodobnost’:»15} | {'ocakavana pofetnost':>20}")
print("-"%60)

for i in range(n_kocky + 1):
p = binom.pmf(i, n_kocky, p_sestka)
expected = n_hody * p
print(f"{i:»15} | {p:»>15.5f} | {expected:>20.2f}")

pocet Sestiek | pravdepodobnost | ocakavand pocetnost
e | 0.33490 | 334.90
1 | 9.40188 | 401.88
2 | 0.20094 | 200.94
3| 9.05358 | 53.58
4 | 0.00804 | 8.04
5 | 0.00064 | 0.64
6 | ©.00002 | 0.02

Obr. 5: Vypocet k prikladu 3.

(a) Vysvetlite, ako boli pocitané pravdepodobnosti p vo for-cykle.

>



(b) Vysvetlite, akii tipravu este musime spravit pre tym, ako zatneme pocitat
testovaciu Statistiku porovnavanim ocakavanych a pozorovanych pocetnosti.

(c) Pomocou zaokrihlenych hodnot z tabulky vypocitajte hodnotu testovacej statistiky
(staci sucet bez vycislenia).

(d) Aké je pravdepodobnostné rozdelenie Statistiky za platnosti nulovej hypotézy?
RieSenie.

(a) Pocita sa pravdepodobnost toho, ze pri hadzani siestimi kockami padne F
Sestiek. Vypocitame ju pomocou binomického rozdelnia, ide o P(X = i), kde
X ma binomické rozdelenie s parametrami n =6 a p =

—_

é.

(b) Podmienkou pouzitia testu je, ze ocakavané pocetnosti su aspon 5. Preto
moznosti 4, 5, 6 Sestiek zlicime do jednej - .4 a viac Sestiek“. Pri pouziti
zaokrtihlenych éislel v tabulke! bude ocakdvand pocetnost rovna 8,04 + 0,64 +
0,02 = 8,70.

(c) Testovacia statistika je

, (345—1334,90) (411 —401,88)% (187 —200,94)> (50 — 53,58)> (7 — 8,70)>

= 334,90 * 401,88 i 200,94 i 53,58 N 8,70

(d) Po zlticeni moznosti s malymi pravdepodobnostmi v bode (b) uvazujeme pit
vysledkov, pre ktoré porovnavame ocakavané a pozorované pocetnosti. Takze
pravdepodobnostné rozdelenie je chi-kvadrat rozdelenie so Styrmi stupnami
volnosti.

Priklad 4. V banke zaznamendvali pocet zdkaznikov, ktori prisli na pobocku pocas
desatminitovych intervalov. Pocty intervalov s jednotlivymi po¢tami zdkaznikov st
dané v tabulke 2. Chceme zistit, ¢ moZeme pravdepodobnostné rozdelenie tychto
déat povazovat za Poissonovo. PouZijeme pritom chi-kvadrat test dobrej zhody.

pocet zakaznikov | 0 1 2 3 4
pocet intervalov | 24 33 17 3 3

Tabulka 2: Tabulka k prikladu 4

(a) Odhadnite parameter Poissonovho rozdelenia.

(b) Zlucte moznosti ,traja zdkaznici“ a ,Styria zdkaznici“ do jednej - ,traja a
viaceri“. Ktory z vypoc¢tov na obrazku 6 dava spravny vypocet ocakavanych
pocetnosti, ak v premennej lam je odhad parametra A a v premmenej N je
pocet dat? Zdovodnite svoju odpoved'.

(c) Aké je pravdepodobnostné rozdelenie Statistiky za platnosti nulovej hypotézy?



expected_A = np.array(][ expected B = np.array(|

poisson.pmf(@, lam), poisson.pmf(@, lam),
poisson.pmf(1, lam), poisson.pmf(1, lam),
poisson.pmf(2, lam), poisson.pmf(2, lam),
1 - poisson.cdf(2, lam)]) * N poisson.pmf(3, lam)])
expected C = np.array(] expected D = np.array([
poisson.pmf(@, lam), poisson.cdf{a, lam),
poisson.pmf(1, lam), poisson.cdf{1, lam),
poisson.pmf(2, lam), poisson.cdf(2, lam),
1 - poisson.cdf(3, lam)]) * N poisson.cdf(3, lam)]) * N

Obr. 6: Vypocet k prikladu 4.

from scipy.stats import chisquare

data = np.array([24, 33, 17, 6])
chisquare(f_obs=data, f_exp=expected)

Power_divergenceResult(statistic=np.float64(1.8177143241875464), pvalue=np.float64(e.6110877083111048))
data = np.array([24, 33, 17, 6])

chisquare(f_obs=data, f_exp=expected, ddof=1)
Power_divergenceResult(statistic=np.float64(1.8177143241875464), pvalue=np.float64(e.402984506939315))
data = np.array([24, 33, 17, 6])

chisquare(f_obs=data, f_exp=expected, ddof=2)

Power_divergenceResult(statistic=np.float64(1.8177143241875464), pvalue=np.float64(e.17758558804800917)

Obr. 7: Vypocet k prikladu 4.

(d) Ktory z vypoctov na obrazku 7 je spravnym pouzitim chi-kvadrat testu dobrej
zhody a preco? Aky je vysledok testu - zamietame hypotézu o Poissonovom
rozdeleni alebo nie?

RieSenie.

(a) Strednou hodnotou Poissonovho rozdelenia je jeho parameter A, odhadneme
ho preto ako aritmeticky priemer dat. Celkovo je 24 +33 + 17+ 3+ 3 =80, a
teda ich priemer je

88 11

1
A=—(0-41-334+2-174+3-34+4-3) = —=—=1,1.
80( * * * * ) 80 10 ’

(b) Ak X je ndhodnd premennd s nasim Poissonovym rozdelenim, tak pozadované
pocetnosti si N -P(X =0),N-P(X =1),N-P(X =2), N-P(X > 3). Vieme
(alebo si ndjdeme vo vzorcovniku), ze v Pythone pmf poéita probability mass
function - teda pravdepodobnosti danych hodnot a cdf pocita cummulative
distribution function distribu¢ni funkciu. Takze ak sa pozrieme na obrazok 6:

Iprakticky by sme vypoéitali presni hodnotu



e Pravdepodobnosti musia byt vyndsobené poctom pozorovani N, aby sa
z nich stali ocakdvané pocetnosti. Teda moznost B nevyhovuje, lebo st
tam len pravdepodobnosti (navyse posledna nie je spravna).

e Prvé tri hodnoty musia byt N+pmf (0, lam), Nspmf(1, lam), Nkpmf (2,
lam), teda moznost D nevyhovuje, lebo tam st namiesto pravdepodob-
nosti hodnoty distribu¢nej funkcie.

e Zostali moznosti A a C, ktoré sa lisia poslednou hodnotou. Prislusné
pravdepodobnosti, ak oznac¢ime F' distribu¢nu funkciu, su

pa=1-F2)=1-P(X<2)=P(X >2)=P(X >3),
pc=1-F3)=1-P(X <3)=P(X >3)=P(X >4).
Spravna je teda moznost AZ.

(¢) Statistika ma chi-kvadrat rozdelenie. Mame styri kategérie hodnot, do ktorych
st zatriedené data, takze ak by sme neodhadovali parametre rozdelenia, Statistika
by mala tri stupne volnosti. Ked'Ze vsak odhadujeme jeden parameter, pocet
stupfiov volnosti sa znizi o jeden. TakZe Statistika m& chi-kvadrét rozdelenie s
dvoma stupfiami volnosti.

(d) Parameter ddof vyjadruje delta degrees of freedom, teda o kolko sa znizi
pocet stupniov volnosti kvoli odhadovaniu parametrov. V nasom pripade o
1 (ako sme to napisali v predchddzajicom bode), teda spravny vystup je
ten, ktory pochadza z volania funkciu s parametrom ddof=1. Prislusna p-
hodnota je 0,403. To je viac ako 0,05, takZe na Standardnej p#tpercentne;
hladine vyznamnosti hypotézu o Poissonovom rozdeleni nezamietame.

2Na pisomke samozrejme staéf ukazat, ze vami zvolend moznost obsahuje spravne hodnoty (nie
je nutné vysvetlit, v éom st ostatné moznosti nespravne). Za uhadnutit odpoved’, resp. nespravne

~ . - . A ~ . v ’ 9 . v 7’ Y
zdovodnenie vsak body nie si, takze ak neviete uré¢it spravnu odpoved, je lepsie napisat (so
spravnym zdovodnenim), €o nie je spravna moznost. Za to sa ¢iastoény pocet bodov ziskat d4.



2 Pravdepodobnost tispechu v postupnosti nezavislych
pokusov

Priklad 1. Vyucujuci zmenil systém skiSania, namiesto rieSenia tloh bude skuska

pozostavat z testu. V minulosti bola pravdepodobnost tispesného absolvovania skiigky
na prvom termine 70 percent. Teraz z 80 Studentov spravilo v prvom termine skusku

60. Je zrejmé, ze kvoli ndhodnosti nemozeme ani pri dspesnosti 70 percent ocakéavat,

ze skusku spravi presne 70 percent studentov. Mozeme odchylku od 70 percent

pripisat ndhodnosti? Alebo je rozdiel vyznamny a mozeme teda povedat, Ze zmenou

typu skigky sa zmenila tspesnost?

(a) Sformulujte nulovi hypotézu a alternativnu hypotézu.

(b) Predpokladajme, ze plati nulova hypotéza. Na prvy termin skusky prislo 80
studentov. Aké je pravdepodobnostné rozdelenie poctu studentov, ktori skisku
uspesne spravia?

(c) Odvod'te, preco mozeme rozdelenie z predchddzajiiceho bodu aproximovat
normalnym. Vypocitajte parametre tohto rozdelenia.

(d) Ako nam pri rozdhodnuti o testovani hypotézy pomozu kvantily normali-
zovaného normélneho rozdelenia na obrazku 8? Odvod'te postup, pomocou
ktorého sa rozhodne o zamietnuti alebo nezamietnuti nulovej hypotézy na hla-
dine vyznamnosti 5 percent.

q_0025 = norm.ppf(0.025)

q_0975 = norm.ppf(0©.975)

print(f"2.5% kvantil: {q_@@25:.5f}")
print(f"97.5% kvantil: {q 0975:.5f}")

2.5% kvantil: -1.95996
97.5% kvantil: 1.95996

Obr. 8: Vypocet k prikladu 1.
(e) Ako sa vypocita p-hodnota testu? Vyjadrite ju pomocou distribuénej funkcie
normalizovaného normélneho rozdelenia..

(f) Na zéklade vystupu z Pythonu na obrazku spravte zaver - zamietame nulovi
hypotézu alebo nie?

Riesenie. Ide o analégiu testovania pravdepodobnosti padnutia hlavy na minci z
prednasky (priklad s euromincou, ktory sa dostal do sprav).

(a) Oznaéme p pravdepodobnost tispechu na prvom termine po zmene skusky.
Chceme zistit, ¢ sa uispesnost zmenila - mohla sa zlepsit alebo zhorsit. preto
ide o obojstranny test:

Hy:p=0,7, Hy:p#07



(b)

from statsmodels.stats.proportion import proportions_ ztest

pe = 0.7
proportions ztest(60, 8@, value=p@, prop var=p@)

(np.float64(@.975900072948534), np.float64(0.32911398597860764))

Obr. 9: Vypocet k prikladu 1.

Vysledky skisky jednotlivych studentov moézeme povazovat za nezdvislé. Preto
ide o 80 nezdvislych pokusov, pricom pravdepodobnost tispechu v pokuse je
0,7. Pocet studentov (ozna¢me ho X), ktoré spravili skisku, je pocet tspechov
v tejto sérii pokusov, takze pravdepodobnostné rozdelenie tejto ndhodnej pre-
mennej je Bin(n,p), kde n = 80, p = 0,7.

Pre velky pocet pokusov moZeme Bin(n, p) na zéklade centralnej limitnej vety
aproximovat normalnym rozdelenim s rovnakou strednou hodnotou a disper-

zious.

Podla centralnej limitnej vety mé sicet nezdvislych ndhodnych premennych
s rovnakym rozdelenim limitne normélne rozdelenie. Nahdoni premennu X
s binomickym rozdelenim Bin(n,p) mozeme napisat ako stcet nezavislych
nahodnych premennych s rovnakym rozdelenim X; +- - -+ X,,, kde X; sa rovna
1 s pravdepodobnostou p a 0 s pravdepodobnostou 1 — p (teda X; vyjadruje,
¢i v i-tom pokuse nastal dspech).

Stredna hodnota a disperzia tohto binomického rozdelenia je
E(X)=n-p=280-0,7=56, DX)=n-p-(1—p)=280-0,7-0,3=168.

teda ho aproximujeme normalnym rozdelenim

aprox

X "R N(p,0%), kde p=56, o*=16.8.
Kedze alternativna hypotéza hovori, ze pravdepodobnost nie je 0,7, nulovii

hypotézu zamietneme pre velmi velké aj velmi malé hodnoty X . Hranice musia
byt také, aby pravdepodobnost zamietnutia pravdivej hypotézy bola 5 percent.

Na obrazku 8 vidime, Ze pre normalizované normalne rozdelenie tieto hranice
mame vypocitané: pre Z ~ N (0, 1) plati

P(Z < —1,95996) = 0,025,
P(Z < 1,95996) = 0,975 = P(Z > 1,95996) = 0,025.

Takze ak by Statistika mala ¥ ~ N(0,1) a checeli by sme obor zamietnu-
tia v tvare ,,velmi malé a velmi velké hodnoty“, znamenalo by to ,mensie
ako -1,95996 alebo vicsie ako 1,95996%. Takuto statistiku vsak vieme z nasej
ndhodnej premennej X vyrobit:
X —56
X ~ N (56;16,8) = Z = ——— ~ N(0, 1).
(B6:16.8) = 2 =~ 28 ~ N0,

33pecialny pripad prvého prikladu v prednéske o centralnej limitnej vete
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Vypocitame teda testovaciu statistiku Z = %, kde X je pocet uspesnych
studentov z celkového poctu 80. Nulovi hypotézu zamietneme, ak je tato

Statistika mensia ako -1,95996 alebo vécsia ako 1,95996.

P-hodnota je pravdepodobnost, Ze za platnosti nulovej hypotézy dostaneme
Statistiku aspon tak extrémnu ako je nasa pozorovana. V nasom pripade je
X = 60 a statistika je rovnd Z = f?l%g = \/%. KedZe méme obostranni al-
ternativnu hypotézu, ,aspon tak extrémna hodnota“ znamena Statistika vacsia

’ 4 .. ’ 4 , )
alebo rovna 7168 alebo mensia alebo rovna 168" To ma pravdepodobnost

4 4
—P(Z>—— ) 4+P(2<——r
P ( —,/_16,8>Jr ( = 16,8>
4 4
—1-P(Z<— | +P(2<——i
( \/_16,8>+ ( 8 ¢_16,8)

= 1 (res) (o).

kde sme vyuzili, ze Z ma za platnosti nulovej hypotézy normalizované normalne
rozdelenie. Graficky je tento vypocet naznaceny na obrazku 10.

Vypocet p-hodnoty

] i
0.4 I —— normalne rozdelenie N(0, 1)
: plocha = p-hodnota
0.34 1 —--=- realizovana Z-statistika = 0.98
I
,g I
7 0.2 1 :
=
= )
|
0.1 !
I
|
|
0.0 1 :
T T T T T
—4 -3 -2 -1 0 1 2 3 4
Z statistika

(f)

Obr. 10: Vypocet p-hodnoty v priklade 1.

P-hodnota na obrazku 9 je 0,32911, ¢o je viac ako 0,05, takze na 5-percentnej
hladine vyznamnosti nulovi hypotézu o tspesnosti 70 percent nezamietame.

Priklad 2. Kuriérska spolocnost zoptimalizovala svoje trasy. Chce zistit, ¢i sa jej
podarilo zlepsit doruc¢ovanie. Doteraz bola pravdepodobnost ispesného doruc¢ovania

(pod

¢im rozumieme splnenie internych kritérii na dodrzanie ¢asov oznamenych

zékaznikom) v dany den 0,8. Po zavedeni novych trds bolo z 50 nezavislych dni
doruc¢ovania uspesnych 46.

(a)
(b)

Sformulujte nulovi hypotézu a alternativnu hypotézu.

Predpokladajme, ze plati nulova hypotéza. Aké je pravdepodobnostné rozde-
lenie poctu tspesnych dni? Akym rozdelenim ho méZeme aproximovat?

11



Vypocitajte hodnotu Z-sStatistiky pre tento test. Ako sivisi s rozdelenim z
predchadzajiceho bodu?

Ako sa rozhodneme o zamietnuti alebo nezamietnuti nulovej hypotézy na hla-
dine vyznamnosti 5 percent?

Ako sa vypocita p-hodnota testu?

Ktory z vystupov z Pythonu na obrazku je relevantny pre nas priklad? Spravte
na zaklade neho zaver o testovanej hypotéze.

RieSenie.

(a)

Oznaéme p pravdepodobnost tispesného dorucenia kuriérom po zavedeni novych
tras. Chceme overit, ¢ sa tspesnost zlepsila - preto ide o jednostranny test s
alternativou:

Hy:p=08, H :p>08

Dovod takejto alternativy je ten, ze v pripade zamietnutia nulovej hypotézy
chceme tvrdit, Ze doslo k zlepSeniu.

Kazdy deni doru¢ovania mozeme povazovat za nezavisly pokus. Pocet dspesnych
dni X z n = 50 dni ma binomické rozdelenie:

X ~ Bin(n = 50,p = 0,8)

Pre velky pocet pokusov mézeme X aproximovat normalnym rozdelenim podla
centralnej limitnej vety, pricom stredna hodnota a disperzia tohto norméalneho
rozdelenia sa rovna strednej hodnote a disperzii X:

aprox

X"~ N(p,0%), p=n-p=40, o*=n-p-(1—-p)=50-0.8-02=S8,

Testovacia statistika Z je rovnako ako v predchazajicom priklade normalizo-
vana nahodnd premennd X:

X—p 46-40 6
o V8 VB

Za platnosti nulovej hypotézy ma Z normalizované normalne rozdelenie. Nu-
lovii hypotézu zamietneme v prospech alternativnej v pripade velmi velkého
poctu uspesnych dni X. To je ekvivalentné s tym, ze Statistika Z nadobuda
velmi velktd hodnotu. Hranica sa uréi tak, aby pravdepodobnost zamietnutia
pravdivej nulovej hypotézy bola 0,05. Ak je nulova hypotéza pravdiva, tak Z
mé& normalizované normélne rozdelenie, teda hladand hranica z je taka, pre
ktoru

7 =

z=®71(0,95).
Hypotéza sa teda zamieta, ak je Z Statistika viicsia ako ®71(0,95).

12



(f) P-hodnota pre jednostranny test sa vypocita ako pravdepodobnost, Ze za plat-
nosti nulovej hypotézy bude Statistika aspon taka extrémmna ako je jej pozo-
rovand hodnota. Extrémna tu znamend, Ze sa odchyluje od nulovej hypotézy
v prospech alternativnej. Teda ide o pravdepodobnost, Ze pocet tispesnych
dni bude taky, ako sme ho pozorovali alebo este vacsi. V reci Z-statistiky to
znamend, ze ide o pravdepodobnost, Ze této Statistika bude takd, ako sme ju
pozorovali alebo vécsia:

ror{e ) -1on(ae ) 1-o().

Priklad 4. Uvazujme vysledky pisomky z prikladu 1.

(a) Zostrojte 90-percentny a 95-percentny interval spolahlivosti ore pravdepo-
dobnost tispesného absolvovania sktsky. Pouzite pritom spravne hodnoty z
obrazka 11

(b) Predpokladajme, ze chceme spravit aj 99-percentny interval spolahlivosti. Co
vieme povedat o jeho dlZzke v porovnani s dlzkou intervalov z prechidzajiceho
bodu bez toho, aby sme ho konkrétne pocitali?

from scipy.stats import norm

k = [0.005, ©.025, 0.05, 0.1, 0.9, 0.95, 0.975, 0.995]
for i in k:
print{(f"P(N(©,1) <= {norm.ppf(i):.2f}) = {1}")

P(N(@,1) <= -2.58) = 0.005
P(N(@,1) <= -1.96) = 0.025
P(N(@,1) <= -1.64) = 0.85
P(N(@,1) <= -1.28) = 0.1
P(N(@,1) <= 1.28) = 0.9
P(N(@,1) <= 1.64) = 0.95
P(N(@,1) <= 1.96) = 0.975
P(N(@,1) <= 2.58) = 0.995

Obr. 11: Kvantily.
RieSenie.

(a) Vzorec pre interval spolahlhivosti mdme vo vzorcovniku:

) [ —p) . b= p

kde n = 80, p = 8 = 0,75. Treba eSte urcit kvantily. Vzfah pre interval
spolahlivosti je pre 100(1 — «)-percentny interval spolahlivosti a hodnota z, je
také ¢islo, ktoré spliia podmienku P(N(0,1) < z,) = ¢. Teda:
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e V pripade 90-percentného intervalu spolahlivosti je o = 0,1, a teda potre-
bujeme hodnotu zg g5, pre ktora je P(N(0,1) < zp95) = 0,95. Z obrazku
11 vidime, ze zgg5 = 1,64. 90-percentny interval spolahlivosti teda je

10,75 - 0,25 /0,75 - 0,25
— 164 -4/ 22— 1644/ —2""1 .
[0,75 ,6 30 0,75+ 1,6 20 ]

e V pripade 95-percentného intervalu spolahlivosti je v = 0,05, a teda
potrebujeme hodnotu zg 975, pre ktord je P(N(0,1) < zp975) = 0,975. Z
obrdzku 11 vidime, ze zgg975 = 1,96. 95-percentny interval spolahlivosti

teda je
10,75 - 0,25 /0,75 - 0,25
0,75 — 1,96 - \ | —————,0,75 + 1,96 - | —————| .
[7 ) 80 )y +7 80 ]

(b) 99-percentny interval spolahlivosti obsahuje neznamy parameter p s pravde-
podobnostou 99 percent, 95 percentny s pravdeodobnostou 95 percent, 90
percentny s pravdepodobnostou 90 percent. S &¢m vicsou pravdepodobnostou
m4é interval obsahovat parameter p, tym je §irsf. Teda 99-percentny interval
spolahlivosti bude §irsf ako obidva intervaly z predchddzajiceho bodu.

Priklad 5. V prieskume verejnej mienky vyjadarilo urcitému politikovi podporu
245 Tudi z 1000 oslovenych. Zostrojte 95-percentny interval spolahlivosti pre jeho
podporu.

Riesenie. Vzorec pre interval spolahlhivosti mame vo vzorcovniku:

. [(1—p) . [p(1—p

kde n = 1000, p = 25 = 0,245. Treba eSte urcit kvantily. Vztah pre interval
spolahlivosti je pre 100(1 — a)-percentny interval spolahlivosti a hodnota z, je také
&fslo, ktoré splita podmienku PN (0,1) < z,) = ¢. Teda v pripade 95-percentného
intervalu spolahlivosti je a = 0,05, a teda potrebujeme hodnotu zgg75, pre ktori
je P(N(0,1) < zg975) = 0,975. Z obrdzku 11 vidime, Ze zpg75 = 1,96. 95-percentny

interval spolahlivosti teda je

10,245 - 0,755 10,245 - 0,755
245 — 1 . o T 24 1 . it R
[0, 5 ,96 1000 ,0,245 4+ 1,96 1000 ]
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3 Stredna hodnota

Priklad 1. Vyrobca batérii uvadza, ze priemernd vydrz batérie ich nového modelu
je 10 hodin. Kvoli opakovanym staznostiam na kratku vydrz batérii sa rozhodol
preverit toto tvrdenie a zistif, ¢i nie je priemernd vydrz mensia, ako by mala byt
Z nédhodnej vzorke 16 batérii boli zistené tieto charakteristiky o vydrzi v hodinach
(priemer a vyberova disperzia):

T =94, s? =122
Predpokladajme, Ze vydrz batérif sa d4 modelovat normalnym rozdelenim.
(a) Sformulujte nulovi a alternativnu hypotézu.

(b) Napiste rozdelenie testovacej Statistiky za platnosti nulovej hypotézy. Vysvet-
lite zdkladni myslienku, ako tato Statistika vznikla a preco nemda normélne
rozdelenie.

(c¢) Vypocitajte hodnotu testovacej statistiky.

(d) Urcte kriticky obor pre test na hladine vyznamnosti o = 0,05. Pouzite pritom
spravnu hodnotu kvantilu z obrazku 12

(e) Rozhodnite, ¢i nulovi hypotézu zamietame alebo nezamietame.

(f) Bolo povedané, ze vydrz batérif sa d4 modelovat normélnym rozdelenim. Ako
by sme toto tvrdenie otestovali, ak by sme mali k dispozicii vSetkych 16 na-
meranych hodnot (nielen priemer avyberovi disperziu)?

from scipy.stats import t

df = 15
k = [e.005, ©.025, @.05, 0.1, ©.9, 0.95, ©.975, ©.995]
for i in k:

print(f"p(t_{df} <= {t.ppf(i, df):.2f}) = {i}")

P(t 15 <= -2.95) = 0.005
P(t_15 <= -2.13) = 0.025
P(t_15 <= -1.75) = 0.85

P(t_15 <= -1.34) = 0.1

P(t 15 <= 1.34) = 0.9

P(t_15 <= 1.75) = 0.95
P(t 15 <= 2.13) = @.975
P(t_15 <= 2.95) = 0.995

Obr. 12: Kvantily.
RieSenie.

(a) Oznacme p skutoént priemerni vydrz batérie. Cheeme overit, ¢i vyrobca vydrz
batérii neprecenuje, preto volime jednostranny test:

Hy: p=10, Hy :p < 10.
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(b)

(f)

KedZe nepozndme disperziu vydrze batérii, pouzijeme jednovyberovy t-test.
Vo vzorcovniku najdeme, ze testovacia Statistika na testovanie hypotézy u = g
z n dat je -

X — o

)
/SQ
n

kde X je priemer a S? vyberova dispezia. T4to statistka m4 za platnosti nulovej
hypotézy Studentovo t-rozdelenie n — 1 stupitami volnosti.

T

Ak by sme poznali disperziu vydrze batérie o?, tak by za platnosti nulovej

hypotézy platilo, ze X m&a norméalne rozdelenie so strednou hodnotou pg a
. . 2 . . 7 e e

disperziou 2-. V tejto situacii plati

X — o

o2

n

~ N(0,1).

V nasom pripade disperziu nepozname a nahradime ju vyberovou disperziou.
Pritom sa vsak normélne rozdelenie nezachové. D4 sa vsak odvodit rozdelenie
Statistiky, ktora takto vznikne, a je to prave uvedené Studentovo t-rozdelenie.

Hodnota testovacej Statistiky je:

94—-10 —0,6 —-0,6
T=" =0 == ——=-20.
122 T 0,3

Nulovt hypotézu v prospech alternativnej zamietneme vtedy, ak bude prie-
merna vydrz batérii prilis nizka. V reci t-Statistiky to znamend, Ze hypotézu
zamietneme pre prilis mali hodnotu statistiky. Konkrétna hrani¢nd hodnota
sa uéi tak, aby pravdepodobnost zamietnutia pravdivej nulovej hypotézy bola
5 percent. Z obrazku 12 s kvantilmi vidime, Ze musime zobratf hodnotu -1,75
(ak plati nulovd hypotéza, Statistika bude mensia ako -1,75 s pravdepodob-
nostou prave 5 percent). Teda hypotézu zamietame, ak je Statistika mensia
ako -1,75.

Plati —2 < —1,75, a teda nulovii hypotézu zamietame. Tvrdime teda na
zéklade testov, ze priemerna vydrz batérii nie je 10 hodin, ako sa to tvrdi,
ale Ze je mensia.

Kvoli malému poctu dét (16) je spomedzi testov, o ktorych sme hovorili, najv-
hodnejsi Shapiro-Wilkov test.

Priklad 2. Vyrobca baleni ryZe deklaruje, Ze priemerna hmotnost jedného balenia je
1kg. Z dovodu technickych obmedzeni vyrobnej linky moze dochddzat k miernemu
odchylkam a balenie moZze mat o nie¢o vicsiu aj o nie¢o mensiu hmotnost. Chceme
vak overit, ¢ nenastdva systematickd chyba, teda ¢i sa skutocénd strednd hodnota
lisi od deklarovane;j.

70 vzorky 25 ndhodne vybranych baleni bol zisteny priemer a vyberova disperzia
hmotnosti:

z = 1,016, s? = 0,082
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Predpokladajme, Ze hmotnost baleni m4 priblizne normalne rozdelenie.

(a) Sformulujte nulovi a alternativnu hypotézu.

(b) Vypocitajte hodnotu testovacej Statistiky a napiste rozdelenie testovacej Statistiky
za platnosti nulovej hypotézy.

¢) Urcte zamietnutia pre test na hladine vyznamnosti a = 0,05. Pouzite pritom
p Yy p
spravnu hodnotu kvantilu z obrazku 13. V premennej df je vlozeny spravny
pocet stupiiov volnosti.

(d) Rozhodnite, ¢i nulovi hypotézu zamietame alebo nezamietame.

(e) Predpokladajme, Ze by sme spravili 95-percentny interval spolahlivosti pre
strednii hodnotu. Vieme bez jeho konkrétneho vypoctu povedat, ¢ bude ob-
sahovat hodnotu 17

from scipy.stats import t

k = [@.005, ©.025, 0.05, 0.1, 0.9, 0.95, 0.975, 0.995]
for i in k:
print(f"P(t_{df} <= {t.ppf(i, df):.3f}) = {i}")

P(t_24 <= -2.797) = @.005
P(t_24 <= -2.864) = 0.025
P(t_24 <= -1.711) = @.05
P(t 24 <= -1.318) = 0.1

P(t_24 <= 1.318) = 0.9

P(t 24 <= 1.711) = .95
P(t_24 <= 2.064) = 0.975
P(t 24 <= 2.797) = 0.995

Obr. 13: Kvantily.

RieSenie.

(a) Oznacéme p skutocni priemerntt hmotnost jedného balenia ryze. Zaujima nds
akakolvek odchylka od deklarovanej hodnoty, preto ide o obojstranny test:

Hy:p=1, Hy:p#1.

(b) Hodnota testovacej statistiky je :
X —p 1016-1 1,016—1 0,016
= [ M 0016

Za platnosti nulovej hypotézy ma tato Statistika Studentovo t-rozdelenie s
n — 1, v nasom pripade 24 stupnami volnosti.

T 1.
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Nulovi hypotézu v prospech alternativnej zamietneme vtedy, ak bude prie-
mern hmotnost prilis nizka alebo prili§ vysoka. V reci t-statistiky to znamens,
7e hypotézu zamietneme pre prilis malt hodnotu Statistiky alebo prilis velkd.
Konkrétna hraniénd hodnota sa uéi tak, aby pravdepodobnost zamietnutia
pravdivej nulovej hypotézy bola 5 percent. Kvoli symetrii (nemame dovod
preferovat niektori moznost) budeme chciet, aby pravdepodobnost zamietnu-
tia kvoli prilis malej hodnote bola 2,5 percenta a kvoli prilis velkej hodnote
tiez 2,5 percenta.

Z obrézku 13 s kvantilmi vidime, ze musime zobrat hodnoty -2,064 a 2,064. (ak
plati nulov4 hypotéza, statistika bude mensia ako -2,064 s pravdepodobnostou
prave 2,5 percenta a bude vicsia ako 2,064 tiez pravdepodobnostou prave 2,5
percenta ). Teda hypotézu zamietame, ak je statistika mensia ako -2,064 alebo
vicsia ako 2,064.

Kedze —2,064 < 1 < 2,064, nulovi hypotézu o strednej hodnote 1 kg neza-
mietame.

To, 7e sa nejaka hodnota m nachddza v 95-percentnom intervale spolahlivosti
je ekvivalentné s tym, ze sa pri testovani na 5-percentnej hladine vyznamnosti
nezamietne hypotéza p = m. V nasom pripade sa hypotéza o strednej hodnote
1 nezamietla, a teda 95-percentny interval spolahlivosti hodnotu 1 obsahuje.

Priklad 3. Uvadza sa, Ze priemerna rozpustnost Sumivej tablety v pohari vody je
dva a pol minuty. Janko Hrasko si zapisoval ¢asy, ako dlho sa rozpustali tablety v
jeho baleni. Vysledok testovania je na obrazku 14. Predpokladjme, ze cas, za ktory
sa tableta rozpusti, ma normalne rozdelenie.

(a)
(b)

()

from scipy import stats
stats.ttest 1samp(data, popmean=2.5)

TtestResult(statistic=np.float64(-2.0630658981652052),
pvalue=np.ftloat64(0.046809680611503826), df=np.inte4(34))

Obr. 14: Vypocet k prikladu 4.

Aka hypotéza sa testovala a s akou alternativnou hypotézou?

Aky je vysledok testu? Uvazuje hladiny vyznamosti 1 percento, 5 percent, 10
percent.

Pomocou kolkych dat bola robend tato analyza?

RieSenie.

(a)

Testovala sa hypotéza o strednej hodnote ¢asu potrebného na rozpustenie tab-
lety. Alternativna hypotéza nebola Specifikovand, takze sa pouzila defaultna
obostranna. Teda

Hy:p=25, Hy:p+#25.
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(b) P-hodnota vo vystupe je 0,0468. Nulovi hypotézu zamietneme, ak je p-hodnota
mensia nez zvolend hladina vyznamnosti. Pre hladinu vyznamnosti 0,01 (1
percento) je p-hodnota vécsia ako tato hladina vyznamnosti, takze na tejto
hladine hypotézu nezamietame. Pri hladine vyznamnosti 0,05 (5 percent) je
p-hodnota mensia ako tato hladina vyznamnosti a nulovi hypotézu zamie-
tame. Rovnaky zaver plati aj pri hladine vyznamnosti 0,1, (10 percent) kde
je p-hodnota znovu mensia ako hladina vyznamnosti, a preto aj tu nulovi
hypotézu zamietame.

(c) Vo vystupe vidime pocet stupiiov volnosti 34, pricom vieme, Ze sa rovnd n— 1,
kde n je pocet dat. Teda v tomto pripade bolo pouzitych 35 dat.

Priklad 4. Skupina Studentov dostala na zaciatku vyucovacej hodiny z anglictiny
kratky test z predbranej lekcie. Poc¢as hodiny sa lekcia zopakovala a na jej konci
Studenti znovu napisali rovnaky test.

Na obrazku 15 je vystup zo Statistického testu. V premennych pred a po su za-
znamenané body, ktoré studenti ziskali pred opakovanim lekcie a po jeho opakovani.

stats.ttest rel(pred, po, alternative="less")

TtestResult(statistic=np.floate4(-2.098631773120034),
pvalue=np.floate4(0.823514631133244878), df=np.int64(23))

Obr. 15: Vystup zo statistického testu.

(a) Aky test sa pouzil na analyzu vysledkov? Preco je vhodny?

(b) Sformulujte nulovi a alternativnu hypotézu, ktord bola pouzitd. Preco je v
tomto pripade rozumné pouzit takito alternativu?

(c¢) Aky predpoklad o datach sa robi pri pouziti tohto testu?

(d) Aky je zaver testu na 5-percentnej hladine vyznamnosti?

(e) Ako by sme mohli ekvivalentne postupovat pomocou jednovyberového t-testu?
RieSenie.

(a) Pre analyzu vysledkov bol pouzity parovy t-test (funkcia ttest_rel). Tento
test je vhodny, pretoze ide o dve merania na tej istej skupine studentov pred a
po opakovani lekcie, pricom chceme zistit, ¢i sa priemerny pocet bodov skére.
Parovy t-test berie do tvahy zavislost dat - pre kazdého Studenta sa pocita
jeho rozdiel pre a po opakovani.

(b) Parameter alternative je zvoleny ako less, ¢o znamend, ze strednd hodnota
prvej premennej je mensSia ako stredna hodnota druhej premennej. Nulova a
alternativna hypotéza teda su:
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(e)

Hy : pipo = ppred, teda Ze opakovanie lekcie nemé vplyv na body z testu,

Hy @ pipred < ftpo, teda Ze opakovanie lekcie zlepSuje vysledok testu.

Je rozumné pouzit jednostrannu alternativu, pretoze ocakdvame, ze opakova-
nie lekcie zlepsuje vysledky. Pri obojstrannej alternative by sme po zamietnuti
nulovej hypotézy mohli povedat iba to, Ze vysledky pre a po opakovani nie st
rovnaké, ale nemohli by sme povedat, Ze opakovanie vysledky zlepsilo.

Predpokladame, ze rozdiely pred a po opakovani, vypocitané pre kazdého
Studenta, maji normalne rozdelenie.

P-hodnota je 0,0235, co je menej ako 0,05. Na 5-percentnej hladine vyznamnosti
teda nulovi hypotézu zamietame. Tvrdime teda, ze opakovanie zlepsuje vysledok
jazykového testu.

Mohli by sme vytvorit ddta s rozdielmi, napriklad ako rozdiely = [a-b for
a,b in zip(pred, po)] a potom pomocou jednovyberového testu testovat,
¢l maju nulovi stredni hodnotu s alternativou, ze stredna hodnota je zaporna.

Priklad 4. Na zékladnej gkole chct zistit, ¢ vyucba matematiky podla novej
ucebnice ovplyvni vysledky ziakov. V ro¢niku su dve triedy. Trieda A absolvovala
tradi¢nu vyucbu, v triede B pouzivali novi u¢ebnicu. Na konci skolského roka obi-
dve triedy dostali rovnaki pisomku. Ulohou je zistit, ¢i sa priemerny pocet bodov
ziakov v triede A 1isi od priemeru v triede B.

stats.ttest ind(trieda A, trieda B)

TtestResult(statistic=np.float64(-1.3976610866242438),
pvalue=np.float64(08.16973201348509), df=np.floate4(41.8))

Obr. 16: Vystup zo statistického testu.

Aky test sa pouzil na analyzu vysledkov? Preco je vhodny?

Sformulujte nulovi a alternativnu hypotézu, ktora bola pouzita. Preco bola
takto zvolend alternativa?

Aky predpoklad o datach sa robi pri pouziti tohto testu?
Aky je zaver testu na 5-percentnej hladine vyznamnosti?

Je aj v tomto pripade mozné ekvivalentne postupovat pomocou jednovyberového
t-testu (tak ako v predchadzajiucom pripade)?

RieSenie.
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(a)

(b)

()

(e)

Pouzil sa neparovy t-test (funkcia ttest_ind). Dévod je ten, ze skupiny A
a B st nezavislé — ziaci z jednej skupiny nie st parovani so ziakmi z druhej
skupiny, takze parovy test sa nedd pouzit.

Parameter alternative nebol Specifikovany, defaultna hodnota je obojstranna
alternativa, ¢co znamena, ze stredna hodnota prvej premennej je ind ako stredna
hodnota druhej premennej. Nulova a alternativna hypotéza teda su:

Hy: pa = pup, teda ze stredné hodnoty v oboch triedach si rovnaké,

Hi:ua # pp, teda ze stredné hodnoty su rozne

Tak4to volba alternativnej hypotézy znamend, Ze nevieme dopredu povedat,
¢i novy sposob vyuéby zlepsi alebo zhorsi vysledky. Preto testujeme akékolvek
odchylky od skupiny s tradi¢nou vyucbou.

Predpokladdme normélne rozdelenie poc¢tu bodov v jednotlivych triedach. Ok-
rem toho, kedZe nebol $pecifikovany parameter equal_var, pouzila sa jeho
defaultna hodnota True - to znamend, ze predpokladame rovnaku disperziu v
obidvoch triedach. Obidva predpoklady sa daji testovat pomocou statistickych
testov.

P-hodnota vo vystupe vysla 0,1697, ¢o je viac ako 0,05. Na 5-percentnej hladine
vyznamnosti teda nulovi hypotézu nezamietame. Tvrdime teda, ze stredna
hodnota poctu bodov je rovnaka pri obidvoch sposoboch vyucby.

Jednovyberovy t-test sa pri takychto datach pouzit ned4.

Priklad 5. Na konci skolského roka absolvovali Ziaci Styroch tried zaverecny test
z matematiky. Cielom je zistit, ¢i sa priemerné vysledky Ziakov jednotlivych tried

lisia.

(a)

Ktory statisticky test je na obrazku 17 pouzity na porovnanie priemerov
styroch tried? Sformulujte nulovi a alternativnu hypotézu pre tento test. Aké
st predpoklady pouzitia tohto testu?

stats.t oneway(A, B, C, D)

F_onewayResult(statistic=np.float64(7.183741497286111),
pvalue=np.float64(0.00018226528812997176))

Obr. 17: Vystup zo Statistického testu.

Na zaklade vystupu rozhodnite, ¢i na hladine vyznamnosti 5 percent zamiet-
neme nulovi hypotézu alebo nie.

Navrhnite postup, ako zistit, medzi ktorymi triedami si rozdiely.

Na obrazku 18 je zobrazeny boxplot bodov podla tried. Popiste, ¢o na zdklade
tychto boxplotov intuitivne ocakavame, ze vyjde v predchadzajicom bode.
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Obr. 18: Boxploty bodov podla tried.

Priklad 5. Na konci skolského roka absolvovali ziaci styroch tried zaverecny test
z matematiky. Cielom je zistit, ¢i sa priemerné vysledky Ziakov jednotlivych tried
lisia.

(a) Pouzila sa ANOVA (funkcia F_oneway). Hypotézy s

Hy: pa = pp = pc = p,

teda ze stredné hodnoty vo vSetkych triedach si rovnaké, Alternativna hy-
potéza je, ze stredné hodnoty nie sui vSetky rovnaké (negécia nulovej hypotézy).
Predpokladdme normélne rozdelenie poc¢tu bodov v jednotlivych triedach. Ok-
rem toho, kedze nebol $pecifikovany parameter equal_var, pouzila sa jeho
defaultna hodnota True - to znamend, ze predpokladame rovnaku disperziu v
obidvoch triedach. Obidva predpoklady sa daji testovat pomocou statistickych
testov.

(b) P-hodnota vo vystupe vysla 0,000182, ¢o je menej ako 0,05. Na 5-percentnej
hladine vyznamnosti teda nulovi hypotézu zamietame. Tvrdime teda, ze stredna
hodnota poctu bodov nie je vo vsetkych triedach rovnaka.

(c) Na zistenie, medzi ktorymi triedami st rozdiely, budeme testovat zhody strednych
hodnot pre vietky dvojice tried. Na to mozeme pouzit neparovy t-test.

Treba este mysliet na to, Ze budeme robit 6 porovnani. Pri takomto viacndsobnom
testovani sa zvysuje riziko falosne pozitivnych vysledkov, teda ze niektoré hy-
potézy zamietneme ,zbytoéne®. Pri viacerych testoch uz neplati, ze pravde-
podobnost zamietnutia pravdivej nulovej hypotézy je 5 percent. To plati pre
kazdy jeden test samostatne, ale ak ich je viac, pravdepodobnost takejto chyby
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pri niektorom teste je vyssia. Aby sme tomu predisli, pouzivaju sa tpravy p-
hodnot.

(d) Z grafu sa zda, ze v triede D je strednd hodnota ind ako v ostatnych.
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4 Co este zostalo...

Priklad 1. Na obrazku 19 je najskor pouzity genrator nahodnych cisel, ktory fun-
guje tak, ze vratu cislo, ktoré vznikne ako stcet 12 nezavislych ndhodnych cisel s
rovnomernym rozdelenim na (0, 1), od ktorého sa odéita 6.

def generator():
return np.sum(np.random.uniform(e, 1, 12)) - 6

n = 10%*4
data = [generator() for _ in range(n)]

stats.kstest(data, 'norm’, args=(0,1))

KstestResult(statistic=np.float64(0.010128374563509449),
pvalue=np.float64(0.25559982666465286),
statistic_location=np.floate4(-@.6495866621536699),
statistic_sign=np.int8(1))

Obr. 19: Kéd k prikladu 1.

(a) Aky test sa pouzil na takto vygenerované data? Aka hypotéza sa testovala a
s akym vysledkom?

(b) Ako sa d4 vysvetlit vysledok tohto testu?
RieSenie

(a) Pouzil sa Kolmogorovov-Smirnovov test, ktorym sa testovala zhoda s normélnym
rozdelenim s parametrami 0 a 1 (teda zhoda s normalizovanym normélnym
rozdelenim). P-hodnota vo vystupe vysla 0,2566, ¢o je viac ako 0,05. Na
5-percentnej hladine vyznamnosti teda nulovi hypotézu o normalizovanom
norméalnom rozdeleni nezamietame.

(b) Takto generované ndhodné ¢isla normélne rozdelenie nemaji. D4 sa to vi-
diet z toho, Ze ndhodna premennd s normalnym rozdelenim moéze nadobuidat
Iubovolné redlne hodnoty. Nami generované ndhodné éisla tito vlastnost ne-
maju. Kazdy z dvandstich s¢itancov nadobiida hodnoty z intervalu (0, 1), ich
sucet je teda z intervalu (0,12). Po odpoéitani hodnoty 6 dostaneme ¢islo z
intervalu (—6,6).

Dovodom, preco sa rozdelenie generovanych nahodnych ¢isel podobéd na normalne,
je centrdlna limitnd veta. Podla nej mé stcet nezavislych rovnako rozde-
lenych nahodnych premennych priblizne normélne rozdelenie. So zvac¢sujicim
sa poc¢tom scitancov sa k normalnemu rozdeleniu priblizuje, pricom vidime,
ze v tomto pripade sta¢{ na velmi dobri zhodu uz 12 séitancov (kedze po
odpocitani konstanty 6 sa zhoda s normélnym rozdelenim zachovd). Strednd
hodnota a disperzia je rovnaka ako pre testované normélne rozdelenie. Zo vzor-
covnika z pravdepodobnosti vieme, Zze rovnomerné rozdelenie na intervale (0, 1)
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ma stredni hodnotu % a disperziu % Ak teda oznac¢ime X, ..., X2 nezavislé
ndhodné premenné s rovnomernym rozdelenim na (0, 1), tak

1

1
Priklad 2. Vo viacerych prikladoch v predchadzajicej kapitole sme potrebovali,
aby boli ddta normélne rozdelené. Mohli by sme pouzit Kolmogorovov-Smirnovov
test z predchadzajiceho prikladu na otestovanie normalneho rozdelenia tychto dat?

Riesenie Nie, Kolmogorovov-Smirnovov test sa v takychto prikladoch ned4 pouzit.
Tento test predpokladd, ze parametre testovaného rozdelenia si dané, teda ze nie
st odhadované z dat. To nie je pripad testovania normalneho rozdelenia pre zadané
dat - vtedy parametre nepozname.

D4 sa namiesto toho pouzit Lillieforsov test, ktory pouZiva rovnakd myslinenku
ako Kolmogorovov-Smirnovov test - porovnanie embirickej distribucnej funkcie z
dat a distribucnej funkcie testovaného rozdelenia. St aj iné testy - spominali sme
D’Agostinov-Pearsonov test a Shapirov-Wilkov test (ten sa dd pouzit aj v pripade,
ked méame maly pocet ddt).

25



Vzorcovnik II. na skisku (Statistika)

e Chi-kvadrat test dobrej zhody

— Testujeme zhodu déat s danym rozdelenim

Testovacia statistika: x? = Zle (OE—EZ')Q, kde O; st pozorované pocty

(observed) a E; st ocakdvané pocty (expected)

— V Pythone funkcia chisquare(f_obs, f_exp)

Za platnosti nulovej hypotézy sa rozdelenie Statistiky dé aproximovat
chi-kvadrét rozdelenim s k — 1 stupiiami volnosti.

— Ak sa odhaduje p parametrov, pocet stupiiov volnosti sa zmens{ este o p
(v Pythone parameter ddof)
e Iné testy zhody dat so zadanym rozdelenim
— Kolmogorovov-Smirnovov test: zhoda so spojitym rozdelenim, ktorého
parametre nie si odhadované (v Pythone kstest)

— Lillieforsov test - modifikacia Kolmogorovovho-Smirnovovho testu pre
testovanie normalneho rozdelenia s nezndmymi parametrami

— Dalsie testy normalneho rozdelenia: D’Agostinov-Pearsonov test (v Pyt-
hone normaltest) a Shapirov-Wilkov test (v Pythone shapiro, dé sa
pouzit aj v pripade, ked mdme maly pocet dat).

e Test o pravdepodobnosti ispechu v postupnosti nezavislych pokusov
— Testuje sa p = po

npo(1—po)

— Testovacia statistika: Z = , kde X je pocet uspechov v n po-
kusoch
— Za platnosti nulovej hypotézy méa priblizne N (0, 1) rozdelenie
— V Pythone: proportions_ztest (count, nobs), parameter alternative
je defaultne two-sided, nastavime esSte prop_var=False
e Test o strednej hodnote normalneho rozdelenia

— Disperzia normélneho rozdelenia je neznama
— Testuje sa p = jig, alternativa moze byt p # o, > po, 1t < fo

— V Pythone ttest_lsample, parameter popmean je rg, alternativa je de-

faultne two-sided, nerovnosti sa zapisu ako less, greater
— Testovacia statistika: T' = %

— Za platnosti nulovej hypotézy ma Studentovo t-rozdelenie n—1 stupnami
volnosti.

e Parovy t-test
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— parové data,

— vyzaduje normalne rozdelenie
— testuje sa p; = po

— v Pythone ttest_rel

— parameter alternative moze byt two-sided (default), less, greater
Neparovy t-test

— neparové data,

— vyzaduje normalne rozdelenie

— testuje sa pu; = po

— v Pythone ttest_ind

— parameter alternative moze byt two-sided (default), less, greater

— parameter equal var - ¢i sui rovnaké disperzie, defaultne True
ANOVA

— vyzaduje normalne rozdelenie

testuje sa zhoda vsetkych strednych hodnot (alternativa, Ze nie si rov-
naké)

— v Pythone F_oneway

— parameter equal_var - ¢i st rovnaké disperzie, defaultne True
Intervaly spolahlivosti

— 100(1 — a)-percentny IS pre pravdepodobnost tispechu v pokuse:

) [p(1—p) . [p(1—p
F_Zlg p(np2p+zlg p(np17

kde z, je také ¢islo, ktoré spliia podmienku P(A(0,1) < Z4) = ¢

— 100(1 — «)-percentny IS pre strednii hodnotu normélneho rozdelenia:

~ [q2 /g2
[X - tl—%,n—l ) X + tl—%,n—l —
n n

kde ¢, je také cislo, ktoré splita podmienku P(X < t,r) = ¢ pre X so
Studentovym rozdelenim s k stupfiami volnosti

Pravdepodobnostné rozdelenia v Pythone: pmf - pravdepodobnost (pro-
bability mass function), cdf - distribu¢na funkcia (cummulative distribition
function), ppf - inverznd funkcia k distribuénej (percent point function)
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