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ARMA models

• Terminology:
⋄ AR - autoregressive model
⋄ MA - moving average
⋄ ARMA - their combination

• Firstly: autoregressive process of first order- AR(1)
⋄ definition
⋄ stationarity, condition on parameters
⋄ calculation of moments and ACF
⋄ simulated data
⋄ practical example with real data

• Then:
⋄ autoregressive processes of higher order
⋄ how to choose a suitable order of an AR model for
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I.

Autoregressive process of the first order-
AR(1)
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AR(1) - definition

• AR(1) process:

xt = δ + αxt−1 + ut,

whereδ andα are constants and{ut} is a white noise

• Let for timet = t0 we are given the valuext0 :
xt0+1 = δ + αxt0 + ut0+1,

xt0+2 = δ + αxt0+1 + ut0+2 =

δ(1 + α) + α2xt0 + (αut0+1 + ut0+2) ,

xt0+3 = . . .

in general:

xt0+τ = α
τxt0 +

1− ατ

1− α
δ +

τ−1
∑

j=0

αjut0+τ−j(1)
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AR(1) - stationarity

• From (1):

xt = α
t−t0xt0 +

1− αt−t0

1− α
δ +

t−t0−1
∑

j=0

αjut−j

• Deterministic initial conditions: value of the process at
time t0 is x0→ process

• Random initial conditions:

⋄ Process is generated fort ∈ R→ valuext0 is
random.

⋄ If −1 < α < 1, then fort0 → −∞ we obtain

xt =
1

1− α
δ +

∞
∑

j=0

αjut−j(2)

⋄ Wold representation:ψj = α
j for |α| < 1→ process

is weakly stationary.
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AR(1) - moments

• Recall the explicit expression of the process (2):

xt =
δ

1− α
+

∞
∑

j=0

αjut−j

• Expected value:

E[xt] = E

[

δ

1− α
+

∞
∑

j=0

αjut−j

]

=
δ

1− α
+

∞
∑

j=0

αjE[ut−j ] =
δ

1− α

⋄ E[xt] = 0 iff δ = 0
⋄ in general:E[xt] 6= δ, but they have the same sign

(since|α| < 1)
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AR(1) - moments

• Variance:

V ar[xt] = V ar

[

δ

1− α
+

∞
∑

j=0

αjut−j

]

=

∞
∑

j=0

V ar[αjut−j ] =

∞
∑

j=0

α2jV ar[ut−j ]

= σ2
∞
∑

j=0

α2j = σ2
1

1− α2

where
⋄ we used that the dispersion of a sum of

uncorrelated random variables is a sum of variances
⋄ σ2 is a variance of white noise{uj}
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AR(1) - moments

• Autocovariances(we use that žeCov[uk, ul] = σ2 for
k = l andCov[uk, ul] = 0 for k 6= l):

Cov[xt, xt−s] = E

[(

∞
∑

i=0

αiut−i

)(

∞
∑

j=0

αjut−s−j

)]

=

∞
∑

i=0

∞
∑

j=0

αi+jE[ut−iut−s−j ]

= σ2
∞
∑

j=0

αs+2j = αs σ2

1− α2

• Autocorrelations:

Cor[xt, xt−s] =
Cor[xt, xt−s]

V ar[xt]V ar[xt−s]
= αs
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Example - simulated data

• AR(1) process

xt = δ + αxt−1 + ut,

where the white noiseut has a normal distribution,
δ = 0, σ2 = 1

• We considerα = {0.9, 0.6,−0.9}

• We present:
⋄ theoretical ACF
⋄ simulated trajectory
⋄ sample ACF estimated from the simulated data
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Example - simulated data,α = 0.9

• Theoretical ACF:

Revision question: What are its values equal to?

• Simulation of the process and its sample ACF:
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Example - simulated data,α = 0.6

• Theoretical ACF:

Revision question: What are its values equal to?

• Simulation of the process and its sample ACF:
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Example - simulated data,α = −0.9

• Theoretical ACF:

Revision question: What are its values equal to?

• Simulation of the process and its sample ACF:
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Example - real data

• G. Kirchgässner:Causality Testing of the Popularity Function: An Empirical
Investigation for the Federal Republic of Germany, 1971-1982, Public Choice 45

(1985), p. 155-173.

• [Kirchgässner, Wolters], example 2.2

• Germany, January 1971 - April 1982

• CDUt = popularity of the CDU/CSU
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Example - real data

• Estimated AR(1) model:
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Example - real data

• Is the estimated model stationary?

• Residuals from the model should be a white noise:
⋄ On the graph with ACF there are intervals. What

they are used for? Compute its bounds using the
available data.

⋄ In the text authors mentioned ACF of the residuals
and Ljung-Box Q statistics - what hypothesis are
tested, how and what are the results?

• What is the expected value of the random variable
CDUt?
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Predictions

• Process is stationary→ it has a constant expected value

• It is also meaningful to computeconditional expected
value

• In the previous example:
⋄ We have a stationary process as a model for

popularity
⋄ We have foundunconditional expected value of the

process- it is constant
⋄ Conditional expected value- for example:What is

the expected popularity next month if its current
value is 40 percent? What if the initial popularity is
35 percent?- different answers
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Predictions in an AR(1) model

• Intuition (more precisely in more complicated models,
where it is not so obvious)

• Forxt := CDUt we have a model

xt = 8.053 + 0.834xt−1 + ut

• White noiseut will be replaced by its expected value
(zero)

• Forxt−1 we take
⋄ its realized valuext−1, if it is available
⋄ prediction of the valuext−1, if it has not been

realized yet
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Predictions in an AR(1) model

• For two different initial conditions:

• What is their common limit?
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Motivation for more complicated models

Mills, Markellos:The Econometric Modelling of Financial Time Series. Cambridge University

Press, 2008

Dáta: http://www.lboro.ac.uk/departments/ec/cup/data.html

• Quarterly data, 1952Q1 - 2005Q4

• Variables:
⋄ short term interest rate (3 months))
⋄ long term interest rate (20 years)

• We will modell the difference between long term and
short term rates
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Motivation for more complicated models

• Behaviour of our time series:
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Motivation for more complicated models

• Estimated ACF:
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Motivation for more complicated models

• In R, we will use the packageastsa: Applied Statistical
Time Series Analysis

• We estimate an AR(1) model:

sarima(spread,1,0,0,details="FALSE")

• For stationarity: the AR coefficient has to be less than
1 in absolute value

• AR in SARIMA relates to autoregressive terms

• SARIMA denotes more general models which we will
study later
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Motivation for more complicated models
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Motivation for more complicated models

• Checking residuals - ACF:

• Revision:
⋄ What is the null hypothesis?
⋄ What are these intervals used for and how are they

constructed?
⋄ What is the outcome?

ARMA models Part 1: Autoregressive models (AR) – p.24/75



Motivation for more complicated models

• Checking residuals - P values of Ljung-Box statistics:

• We have residuals from AR(1) model, the degress of
freedom are decreased by 1

• Revision:
⋄ What is the null hypothesis? What is the result of

the test?
⋄ How is the statistic computed and what is its

distribution under null hpothesis?
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II.

Autoregressive process of the second order-
AR(2)
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Previous example - modelling spread

• We found out that AR(1) model

xt = δ + αxt−1 + ut,

is not suitable (residuals are not white noise)

• We try to use in addition toxt−1 alsoxt−2:
xt = δ + α1xt−1 + α2xt−2 + ut

• Such a process is calledautoregressive process of
second order

• In the same wayautoregressive process ofp-th order:

xt = δ + α1xt−1 + . . .+ αpxt−p + ut

• Firstly we will study the AR(2) process
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AR(2) - definition

• AR(2) process:

xt = δ + α1xt−1 + α2xt−2 + ut

• Already withoutut it is more complicated than AR(1) -
roots of the characteristic polynomial

• We try another approach (not substitution)

• Using lag operator:

(1− α1L− α2L
2)xt = δ + ut

α(L)xt = δ + ut

• Wold representation and stacionarity:

xt = α
−1(L)δ + α−1(L)ut

→ we need inverse operatorα−1(L)
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AR(2) - definition

• Inverse operatorα−1(L); we find it using amethod of
undetermined coefficients:

α−1(L) = ψ0 + ψ1L+ ψ2L
2 + . . .

and

1 = (1− α1L− α2L
2)(ψ0 + ψ1L+ ψ2L

2 + . . .)(3)

• We compare coefficients in front ofLj on both sides of
(3):

ψj − α1ψj−1 − α2ψj−2 = 0,

ψ0 = 1, ψ1 = α1
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AR(2) - stationarity

• Stationarity conditions:To satisfy the condition
∑

ψ2j <∞ the roots of the charakteristic equation

λ2 − α1λ− α2 = 0

need to be less than 1 in absolute value

• In other words:roots of the equation

α(L) = 1− α1L− α2L
2 = 0

have to be greater than 1 in absolute value, i.e.outside
of the unit circle

• The same as for AR(1) before: roots ofα(L) = 0 are
outside of unit circle
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Example - modelling spread

Estimated AR(2) model:
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Example - modelling spread

• Show that the estimate process is stationary.

• What we test about the residuals - state null hypotheses
and explain the tests

• What is their result?
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Example - modelling spread

• ACF:
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Example - modelling spread

• P-values of Ljung-Box statistics

For residuals from AR(p) model the degrees of
freedom are decreased byp.
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AR(2) - moments

• Weakly stationary AR(2) process:

xt = δ + α1xt−1 + α2xt−2 + ut

• Expected value:
⋄ denoteµ = E[xi]; then

µ = δ + α1µ+ α2µ,

µ =
δ

1− α1 − α2
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AR(2) - moments

• Autocovariances of AR(2) process - motivation:
⋄ recall - sample ACF for spread:

0 1 2 3 4 5

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Lag

A
C

F

spread

ARMA models Part 1: Autoregressive models (AR) – p.36/75



AR(2) - moments

• Autocovariances of AR(2) process - motivation:
⋄ sample ACF for spread was similar to AR(1)

process
⋄ however, AR(1) was not a good model, but AR(2)

was
⋄ what is the bahaviour of the ACF of AR(2)

process?
⋄ can it be similar to ACF of AR(1)? (it seems so)
⋄ can it be "totally different"? (i.e. "this is certainly

not AR(1), but it can be AR(2)")
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AR(2) - moments

• Autocovariances - computation: we can assume zero
expected value, i.e.

xt = α1xt−1 + α2xt−2 + ut

/

× xt−s, E[.]

E[xt−sxt] = α1E[xt−sxt−1] + α2E[xt−sxt−2] + E[xt−sut]

• For s = 0, 1, 2 we obtain:

γ(0) = α1γ(1) + α2γ(2) + σ
2

γ(1) = α1γ(0) + α2γ(1)

γ(2) = α1γ(1) + α2γ(0)

- system of equations→ γ(0) = V ar[xt], γ(1), γ(2)

• For s ≥ 2 - difference equation:
γ(s)− α1γ(s− 1)− α2γ(s− 2) = 0,(4)

with initial conditions from the previous point
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AR(2) - moments

• Autocorrelations:we divide the difference equation (4)
and its initial conditions byγ(0):

ρ(s)− α1ρ(s− 1)− α2ρ(s− 2) = 0

ρ(0) = 1, ρ(1) =
α1

1− α2
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AR(2) - ACF - example 1

• Spread modelled by AR(2) process:

• Difference equation for autocorrelations:

ρ(s)− 1.1809ρ(s− 1) + 0.2886ρ(s− 2) = 0

initial conditions:ρ(0) = 1, ρ(1) = 1.1809
1+0.2886
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AR(2) - ACF

• ACF is a solution to difference eqution

ρ(s)− α1ρ(s− 1)− α2ρ(s− 2) = 0

⇒ behaviour depends onroots of charakteristic
equation

λ2 − α1λ− α2 = 0

• λ1, λ2 - real(and different): ACF has a form

ρ(s) = c1λ
s
1 + c2λ

s
2

Stationarity:|λ1,2| < 1

• λ1, λ2 - complex: ACF is a dumped combination of
sine and cosine

ρ(s) = rs(c1 cos(ks) + c2 sin(ks))
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AR(2) - ACF - example 2

• Process:xt = 1.4xt−1 − 0.85xt−2 + ut
⋄ correlations satisft the difference eqution

ρ(t)− 1.4ρ(t− 1) + 0.85ρ(t− 2) = 0

⋄ and its solution
ρ(t) = 0.922t(c1 cos(0.709t) + c2 sin(0.709t))

⋄ c1, c2 from initial conditionsρ(0), ρ(1)

⋄ cos(kt), sin(kt)→ period 2π
k

in our case2π
k
= 2π
0.709

= 8.862 ≈ 9

⇒ in data generated by this process we can expect
this period
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AR(2) - ACF - example

• Figure:
⋄ realization of the process
xt = 1.4xt−1 − 0.85xt−2 + ut

⋄ sample ACF

ARMA models Part 1: Autoregressive models (AR) – p.43/75



AR(2) - real data

[Kirchgässner, Wolters], example 2.6

• 3-months interest rate, Germany, 1970q1-1998q4
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AR(2) - real data

• Estimated AR(2) model:
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AR(2) - real data

• Questions about the model:
⋄ Is it stationary?
⋄ Check residuals - ACF, Q-statistics (what are the

degrees of freedom?).
⋄ What is the expected value of the process?
⋄ What is the bahaviour of its ACF?
⋄ Explain the following assertion from the book

(p.49) and compute the given values:
"The two roots of the process are 0.70 +/- 0.06i, i.e.
they indicate cycles ... the frequencyf = 0.079
corresponds to a period of 79.7 quarters and
therefore of nearly 20 years."
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III.

Autoregressive process ofp-th order - AR(p)
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AR(p) - introduction

• We have seen AR(1) and AR(2) proceses, their ACF
can be similar - how to distinguish them?

• In the same way we can define AR(p) process - what is
its ACF?

• How to determine the correct order of a model for
data?

• AR(p) process- we show:
⋄ stationarity: roots outside of the unit circle
⋄ ACF: given by a difference equation ofp-th order
⋄ the firstp autocorrelations(initial conditions for the

difference equation): from the system of equations;
useful computation, we will use it also later
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AR(p) proces - stationarity

• AR(p) process:

xt = δ + α1xt−1 + α2xt−2 + . . .+ αpxt−p + ut,(5)

t. j. α(L)xt = δ + ut, where
α(L) = 1− α1L− . . .− αpL

p

• Wold representation and stationarity:
xt = α(L)

−1(δ + ut),

inverse operatorα(L)−1 in the form

α(L)−1 = 1 + ψ1L+ ψ2L
2 + . . .

• For coefficientsψj we obtain difference equation

ψk − α1ψk−1 − . . .− αpψk−p = 0

⇒ in order to
∑

ψ2j the roots of

λk − α1λ
k−1 − . . .− αp = 0 need to be inside the unit

circle, i.e.roots ofα(L) = 0 have to be outside of the
unit circle
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AR(p) process - moments

• Expected value:
we denoteµ = E[xt] and take expected value of both
sides of (5):

µ = δ + α1µ+ . . .+ αpµ ⇒ µ =
δ

1− α1 − . . .− αp

• Variance autocovariances- WLOG δ = 0

xt = α1xt−1 + . . .+ αpxt−p + ut

/

× xt−s, E[.]

γ(s) = α1γ(s− 1) + . . . αpγ(s− p) + E[utxt−s]
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AR(p) process - moments

• Variance, autocovariances- continued:
⋄ s = 0, 1, . . . , p→ system ofp+ 1 equations with

unknownsγ(0), γ(1), . . . , γ(p):

γ(0) = α1γ(1) + α2γ(2) + . . . + αpγ(p) + σ
2

γ(1) = α1γ(0) + α2γ(1) + . . . + αpγ(p− 1)

. . .

γ(p) = α1γ(p− 1) + α2γ(p− 2) + . . . + αpγ(0)

(6)

⋄ others from the difference eqution

γ(t)− α1γ(t− 1)− . . .− αpγ(t− p) = 0(7)
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AR(p) process - moments

• ACF :
⋄ difference equation - we divide (7) byγ(0):

ρ(t)− α1ρ(t− 1)− . . .− αpρ(t− p) = 0

⋄ initial conditions - lastp equations from (6) divided
by γ(0):

ρ(1) = α1 + α2ρ(1) + . . .+ αpρ(p− 1)

ρ(2) = α1ρ(1) + α2 + . . .+ αpρ(p− 2)

. . .

ρ(p) = α1ρ(p− 1) + α2ρ(p− 2) + . . .+ αp

(8)

- calledYule-Wolker equations
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AR(p) process - ACF - example 1

• ACF in R:
⋄ functionARMAacf from packagestats
⋄ we computed ACF of the process

xt = 1.4xt−1 − 0.85xt−2 + ut

⋄ now in R:

ARMAacf(ar=c(1.4,-0.85), lax.max=20)

ARMA models Part 1: Autoregressive models (AR) – p.53/75



AR(p) process - ACF - example 1

ARMA models Part 1: Autoregressive models (AR) – p.54/75



AR(p) process - ACF - example 2

• AR(3) processxt = 1.5 xt−1 − 0.8 xt−2 + 0.2 xt−3 + ut
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AR(p) process - ACF - example 3

• AR(3) processxt = 1.2 xt−1 − 0.4 xt−2 − 0.1 xt−3 + ut
• We can expect complex roots.
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AR(p) process - ACF - example 3

• Roots v R:
⋄ functionarmaRoots from packagefArma
⋄ returns values of the roots - they have to be outside

of the unit circle

• EXERCSE: write down the polynomial, the roots of
which we compute now
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AR(p) process - ACF - example 4

• How is it possible?
⋄ absolute value of ACF greater than 1
⋄ increasing
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AR(p) process - ACF - example 4

• Process is not stationary→ ACF calculation does not
make sense
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AR(p) process - ACF - example 5

• ACF for two processes: one isAR(2) and the other is
AR(3)

• We cannot distinguish them

• Working with real data - moreover, we do not have
exact values but estimates
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IV.

Parctial autocorrelation function - determi-
ning the order of AR process
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PACF - motivation

• consider some random processxt with zero expected
value and modell it using itsk lagged values:

xt = β1xt−1 + β2xt−2 + . . . + βkxt−k + ut

• Denote coefficients bΦki, wherek is the number of
lags ofx which we used andi is a coefficient atxt−i

• So:
xt = Φ11xt−1 + ut

xt = Φ21xt−1 + Φ22xt−2 + ut

xt = Φ31xt−1 + Φ32xt−2 + Φ33xt−3 + ut

. . .

xt = Φk1xt−1 + Φk2xt−2 + Φk3xt−3 + . . .+ Φkkxt−k + ut

• If x is an AR(p) process, tthenΦkk = 0 for k > p.
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PACF - definition and computation

• CoefficientΦkk is calledpartial autocorrelation
of orderk

• Their sequence form thepartial autocorrelation
function (PACF)

• Computation: we start from

xt = Φk1xt−1 + Φk2xt−2 + Φk3xt−3 + . . .+Φkkxt−k + ut

and similarly as in the case of Yule-Wolker equations
we get

ρ(1) = Φk1 + Φk2 ρ(1) + . . . + Φkk ρ(k − 1)

ρ(2) = Φk1 ρ(1) + Φk2 + . . . + Φkk ρ(k − 2)

. . .

ρ(k) = Φk1 ρ(k − 1) + Φk2 ρ(k − 2) + . . .+ Φkk
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PACF - definition and computation

• Matrix form:














1 ρ(1) . . . ρ(k − 1)

ρ(1) 1 . . . ρ(k − 2)

. . .

ρ(k − 1) ρ(k − 2) . . . 1





























Φk1

Φk2

. . .

Φkk















=















ρ(1)

ρ(2)

. . .

ρ(k)















• We need onlyΦkk, we use Cramer rule:

Φkk =

det















1 ρ(1) . . . ρ(1)

ρ(1) 1 . . . ρ(2)

. . . . . .

ρ(k − 1) ρ(k − 2) . . . ρ(k)















det















1 ρ(1) . . . ρ(k − 1)

ρ(1) 1 . . . ρ(k − 2)

. . . . . .

ρ(k − 1) ρ(k − 2) . . . 1















(9)
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PACF - example: AR(1)

• We compute:

Φ11 = ρ(1)

Φ22 =

det





1 ρ(1)

ρ(1) ρ(2)





det





1 ρ(1)

ρ(1) 1





=
ρ(2)− ρ(1)2

1− ρ(1)2
= 0

. . .

• From the definition of PACF - also the following
Φkk = 0

• Forα = 0.9:
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PACF - example 1

• PACF in R - againARMAacf from packagestats

• Forxt = 1.4xt−1 − 0.85xt−2 + ut we computed ACF,
now PACF:

ARMAacf(ar=c(1.4,-0.85), lax.max=20, pacf="true")
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PACF - example 1
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PACF - example 2

• AR(3) processxt = 1.2 xt−1 − 0.8 xt−2 + 0.5 xt−3 + ut
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PACF - example 3

• AR(4) process
xt = 1.2 xt−1 − 0.8 xt−2 + 0.4 xt−3 + 0.15 xt−4 + ut
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PACF - example 4

• Recall:
ACF for two processes, one isAR(2) and the other one
AR(3) , but we were not able to distinguish them:
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PACF - example 4

• PACF of these processes:

• Now it is clear thatin the left we have AR(2)andin the
right we have AR(3)process
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PACF - estimation from data

• Into (15) we set the consistent estimates of
autocorrelations→ consistent estimates ofΦ̂kk

• For AR(p) process we haveΦkk = 0 for k > p, for these
k asymptotically

V ar[Φ̂kk] ≈
1

T
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PACF estimation - example 1

• We modelled spread; using functionacf2(spread)we
get ACF and PACF:

1 2 3 4 5 6

−
0.

2
0.

4
0.

8

Series:  spread

LAG

A
C

F

1 2 3 4 5 6

−
0.

2
0.

4
0.

8

LAG

PA
C

F

• We see thatit suggest estimating AR(2) process(which
we did)
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PACF estimation - example 2

• Previous real data examples:
⋄ popularity (left) - AR(1)
⋄ interest rates (right) - AR(2)
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Next lecture

• Data:pcocoa - cocoa prices; ACF for differences of
lagarithms:

• Following lecture: models with this property
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