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V.

Moving average process of the first order-
MA(1)
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Data from previous lecture

Ben Vogelvang:Econometrics. Theory and Applications with EViews. Pearson Education

Limited, 2005.

Chapter 14.7. - The Box-Jenkins Approach in Practice

• Monthy data, January 1960 - September 2002

• pcocoat - cocoa prices, we take logarithms and because
of stationarity we will work with differences
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Data from previous lecture

• Estimated ACF:

• One significantly nonzero autocorrelation and the
remaining ones are nearly zero
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Example from the first lecture

• Let ut be a white noise, we define

xt = ut + ut−1

• We computed:

E[xt] = 0, V ar[xt] = 2σ
2

Cov[xt, xt+τ ] =

{

σ2 pre τ = 1

0 pre τ = 2, 3, . . .

Cor[xt, xt+τ ] =

{

1/2 pre τ = 1

0 pre τ = 2, 3, . . .

• ACF is zero forτ = 2, 3, . . . - exactly the property
which we need
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Generalization - MA(1) process

• Let ut be a white noise, then

xt = µ+ ut − βut−1

is called amoving average process of the first order -
MA(1)

• Wold representation:xt = µ+
∑

∞

j=0 ψjut−j

MA(1) process:ψ0 = 1, ψ1 = −β, ψj = 0 for j = 2, 3, . . .

• Moments and ACF:

E[xt] = µ, V ar[xt] = (1 + β
2)σ2

Cov[xt, xt+τ ] =

{

−βσ2 for τ = 1

0 for τ = 2, 3, . . .

Cor[xt, xt+τ ] =

{

− β
1+β2 for τ = 1

0 for τ = 2, 3, . . .
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MA(1) process - examples

1. Letut be a white noise with distributionN(0, 4), we
define

xt = ut +
1

2
ut−1

Then:E[xt] = 0, V ar[xt] = (1 + (1/2)
2)× 4 = 5

Cor[xt, xt+τ ] =

{

1/2
1+1/4

= 2/5 for τ = 1

0 for τ = 2, 3, . . .

2. Let ut be a white noise with distributionN(0, 1), we
define

yt = ut + 2ut−1

Then:E[yt] = 0, V ar[yt] = (1 + 4)× 1 = 5

Cor[yt, yt+τ ] =

{

2

1+4
= 2/5 for τ = 1

0 for τ = 2, 3, . . .

Processes and have the same ACF→ we cannot
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MA(1) process - generalization

• Let us take an MA(1) process, i.e. ACF of the form

Cor[xt, xt+τ ] =

{

− β
1+β2 for τ = 1

0 for τ = 2, 3, . . .

• Suppose now that we are given the valueρ1 = ρ(1) and
we want to find the coefficientβ, i.e.

ρ1 = −
β

1 + β2
⇒ β =?
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MA(1) process - generalization

• We have therefore the equation:
ρ1 = − β

1+β2 ⇒ β2 + 1

ρ1
β + 1 = 0
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→ two solutionsβ1, β2, they satisfyβ1β2 = 1.

• Processes

xt = µ+ ut − βut−1, xt = µ+ ut −
1

β
ut−1

have the same ACF

• If we want a unique parametrization,we need an
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Invertibility of a process

• We will try to write the process in AR(∞) form:

xt = µ̂+ ut + ψ1xt−1 + ψ2xt−2 + ψ3xt−3 + . . .

- if is it possible,the process is called invertible

• For MA(1) process:

xt = µ+ (1− βL)ut

(1− βL)−1xt = (1− βL)−1µ+ ut

(1− βL)−1 exists for|β| < 1, then

(1 + βL + β2L2 + . . .)xt = µ/(1− β) + ut

xt + βxt−1 + β
2xt−2 + . . . = µ/(1− β) + ut
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MA(1) - invertibility

• We obtainedinvertibility conditionfor MA(1) process:
|β| < 1

• Another way how to express it:
⋄ we have a processxt = µ+ (1− βL)ut
⋄ root of the polynomial1− βL is 1/β
⋄ invertibility condition means that root of
1− βL = 0 has to be in absolute value greater than
1, i.e.outside of the unit circle
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MA(1) - computation of PACF

• Recall the general formula:

Φkk =

det















1 ρ(1) . . . ρ(1)

ρ(1) 1 . . . ρ(2)

. . . . . .

ρ(k − 1) ρ(k − 2) . . . ρ(k)















det















1 ρ(1) . . . ρ(k − 1)

ρ(1) 1 . . . ρ(k − 2)

. . . . . .

ρ(k − 1) ρ(k − 2) . . . 1















(1)

• For MA(1) we haveρ(k) = 0 for k = 2, 3, . . .
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MA(1) - computation of PACF

• PACF is not zero after some lags (as it holds for AR):
Φ11 = ρ(1)

Φ22 =

det





1 ρ(1)

ρ(1) ρ(2)





det





1 ρ(1)

ρ(1) 1





=

det





1 ρ(1)

ρ(1) 0





det





1 ρ(1)

ρ(1) 1





=
−ρ(1)2

1− ρ(1)2

Φ33 =

det









1 ρ(1) ρ(1)

ρ(1) 1 ρ(2)

ρ(2) ρ(1) ρ(3)









det









1 ρ(1) ρ(2)

ρ(1) 1 ρ(1)

ρ(2) ρ(1) 1









=

det









1 ρ(1) ρ(1)

ρ(1) 1 0

0 ρ(1) 0









det









1 ρ(1) 0

ρ(1) 1 ρ(1)

0 ρ(1) 1









=
ρ(1)3

1− 2ρ(1)2

Φ4 =
−ρ(1)4

(1− ρ(1)2)2 − ρ(1)2

. . .
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Real data - cocoa prices

• Data from the beginning of the lecture

• MA(1) model for differences of logarithms (variabley
in the output from R):
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Real data - cocoa prices
• ACF of residuals:

• Ljung-Box statistics:

• Model is OK.
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VI.

Moving average process of orderq - MA(q)
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MA(q) process - definition and properties

• Let ut be a white noise, then

xt = µ+ ut − β1ut−1 − β2ut−2 − . . .− βqut−q

is called amoving average proces ofq-th order -
MA(q)

• Wold representation:xt = µ+
∑

∞

j=0 ψjut−j

MA(q) process:ψ0 = 1, ψ1 = −β1, . . . ψq = −βq, ψj = 0
for j > q → MA(q) proces is always stationary

• Moments, ACF, PACF:

E[xt] = µ, V ar[xt] = (1 + β
2
1 + . . . β

2
q )σ
2

Cov[xt, xt+τ ] = 0 for τ = q + 1, q + 2, . . .

⇒ Cor[xt, xt+τ ] = 0 for τ = q + 1, q + 2, . . .
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MA(q) process - definition and properties

• Computation of the firstq autocorrelations (we can
assumeµ = 0):

Cov[xt, xt+τ ] = E[(ut − β1ut−1 − . . .− βqut−q)×

(ut+τ − β1ut+τ−1 − . . .− βqut+τ−q)]

= E[ut(ut+τ − β1ut+τ−1 − . . .− βqut+τ−q)]

−β1E[ut−1(ut+τ − β1ut+τ−1 − . . .− βqut+τ−q)]

. . .

−βqE[ut−q(ut+τ − β1ut+τ−1 − . . .− βqut+τ−q)]
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MA(q) process - definition and properties

• Continued:

τ = 1 ⇒ γ(1) = (−β1 + β1β2 + . . .+ βq−1βq)σ
2

τ = 2 ⇒ γ(2) = (−β2 + β1β3 + . . .+ βq−2βq)σ
2

. . .

τ = q ⇒ γ(q) = (−βq)σ
2

• PACF- substitution of ACF into (1)
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MA(q) process - definition and properties

• Invertibility:
xt = µ+ ut − β1ut−1 − β2ut−2 − . . .− βqut−q

xt = µ+ (1− β1L− . . .− βqL
q)ut

• Existence of(1− β1L− . . .− βqL
q)−1 - roots of

1− β1L− . . .− βqL
q = 0 have to be outside of the unit

circle
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