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Chapter 1

Introduction

The purpose of this work is to provide an exposition of econometric methods for modelling
producer behaviour. The objective of econometric modeling is to determine the nature
of substitution among inputs, the character of differences in technology and the role of
economies of scale.

The empirical analysis of input demands and input substitution patterns provides an
example of the strong links between economic theory and econometric implementation.
In my example, while the underlying economic theory emphasizes the joint nature of
energy-inputs demand decisions for paper production, econometric implementations of
this interdependence involve simultaneous estimation of parameters in systems of factor
demand equations having cross-equation constraints. I also consider alternative procedures
for obtaining statistical inference on the empirical validity of hypotheses involving cross-
equation parameter restriction, the measurements of goodness of fit in equation system
and special properties of singular equation system.

Important innovations in specifying econometric models have arisen from the dual for-
mulation of the theory of production. The dual formulation of production theory has
made it possible to overcome the limitations of the traditional approach to econometric
modelling. The key features of the dual formulation are, first to characterize the pro-
duction function by means of a dual representation such as a price or cost function and,
second to generate explicit demand and supply function as derivatives of the price or cost
function. The dual approach has a crucial advantage in the development of econometric
methodology. Demands and supplies can be generated as explicit functions of relative
prices without imposing the arbitrary constraints on production patterns required by the
classic methodology. The econometric modelling of producer behaviour requires para-
metric forms for demand and supply functions. These functions can be parametrized by
treating measures of substitution, technical change and economies of scale as unknown
parameters to be estimated on the basis of empirical data.

Econometric implementations of cost and production functions differ in their assump-
tions concerning exogeneity. In the production function regression equation, output is
endogenous and input quantities are exogenous. By contrast, in the dual cost function,
production cost and input quantities are endogenous, while input prices and the level of
output are exogenous. It follows that in our case input prices are regressors and input
prices and the level of output can be moreover assumed as exogenous. Thus there exist
two good reasons to prefer cost function rather than production one. First, that we can
characterize the production function by means of a dual representation and, second, to
generate explicit demand and supply functions as derivatives of the price or cost fuction.



4 ECONOMETRIC MODELS OF PRODUCER BEHAVIOUR

What will be showed later.

Econometric models of producer behaviour take the form of system of demand and
supply functions. The variables may enter these functions in a nonlinear manner as it
is in case of translog demand function which I have implemented in this work. Translog
formula belongs to linear-in-parameters forms. This work connects to some previous one
done in 1996 by Florian Haider [5], an Austrian student. My main aim is to provide some
extensions, or improvements of his model. There are many ways which are offered by
theory but as you will see reality is a very special case of the theory.

Perhaps nowhere else has the increased sophistication of statistical software made a
greater mark on econometric practise than in microeconomics applications. For modeling
of my example of paper production behaviour I have used two software packages Eviews
and Limdep7.0 as well.

This work begins with two chapters where is short overview of the theory, underlying
the applications which are presented in the 4th chapter. In the last chapter I conclude the
work by discussing the challenges for future research and outlining frontiers which gives
theory by modeling reality.



Chapter 2

Microeconomic Theory

In this chapter some elements of the microeconomic theory associated with my thesis
will be explained. Namely, the theory about production, cost function and relationship
between them. There are two main purposes of the following chapter. First, it is necessary
to understand the reasons for the existence of some special properties of the theoretical
model which are then transformed into restrictions imposed on the estimation process.
Second, some remarks on elasticities and measures of scale arising as unknown parameters
in regression will be made.

2.1 Technology and Production Function

The most common way to describe the technology of a firm is the production function.
A firm produces output y from various combination of inputs x’ = (1,2, ...,,,). For
us are important only outputs which are possible to produce from some given amount. So
equivalently we can say that firm is described by a set of feasible combinations of inputs
and outputs. All feasible combinations (y,x) € R form a set Y which is known as
production possibility set:
+1

Y C R

Set Y has to fullfil following axioms to be production possibility set.

Al: (0,x)eY Vx>0

A2: (y,0) €Y =y=0

A3: Vx>0 exists y>0 so that (y,x) €Y
Ad: (y,x)eY AN >zx= (y,xX)eY

A5: Y is convex and closed

where xT = (z1,...,2m), xT = (2},...,2,) are two different input vectors and
x > x' & x; > af Vi; 0is the m x 1 vector of zeroes. Production function f is then
defined as f: R" — R

f(z) =max{y: (y,x) € Y} (2.1)

Simply said it is the maximal output produced by some amount of input vector x. The
following theorem describes the production function.
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Theorem: If production function f is defined on R and has following properties

f is concave
v >x is f(x) > f(x)
f(0)=0;f(x) >0 for x>0 (2.2)

then Y = {(y,x) : y < f(x)} is production possibility test. For proof see [10].

All input bundles which gives the same amount of output y determines isoquant curve:
y = f(x) = const (2.3)

Isoquant gives all input bundles that produce exactly const units of output. All such
bundles create a set
I.: {x: f(x) = const}

Then f(x) — ¢ = 0 is implicit given function. Assume now that we are producing at a
particular point X:
const = f(Z1,...,%m) (2.4)

Suppose that we want to increase the amount of input ¢ and decrease of input j. So as to
maintain a constant level of output.

f(i‘l, ey By Fdxy, Big, .. ,i‘j —I—d.%‘j,fj+1, R ,.fm) = const

There exist a measure, which shows how one of the input must adjust in order to keep
output constant when another input changes. Such measure between i¢th and jth factor is
known as technical rate of substitution (TRS). It is determined by totally differenti-
ating the identity (2.4) with respect to x;(x;):

g—idl‘i + ngjdl'j =0

de;  0f/0x;
= T = ~3fon (2.5)
TRS= —dz;/dx; > 0 because of concavity of the production function. The expression
(2.5) could be rewritten as
dx; MP; oy
=— h MP;, ==
dr;  MP; ¢ "7 B

M P; is known as marginal product and therefore dx;/dz; is often called marginal rate
of technical substitution.

Another point of view offers elasticity of substitution measure. It gives the percent-
age change in the factor ratio divided by the percentage change in the TRS. It is expressed

as
A(x;/azj)
zi/T;
N (2.6)
TRS

where A(z;/x;) is the change in the factor ratio and AT RS is the change in the technical
rate of substitution. In practise we think of the percent change as being very small and
we take limit of (2.6) as A — 0. Thus o becomes

TRS d(x]/xz)

~ a;/r; dTRS
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It is often convenient to calculate o using the logaritmic derivative:

dej/x; dxj x; d(Inz;)
_ _ dypm 2.7
7 dz;/x; dz; x; d(Inz;) 27)

Graphically in x;,z; plane TRS (2.5) measures the slope of an isoquant and elasticity of
substitution (2.7) measures the curvature of an isoquant (2.3).

In the cases where we wanted only to scale output up by some amount we use the concept
of returns to scale (RTS). RTS reflect the degree to which a proportional increase in
all inputs, increases output. For const a which indicate the proportional increase we say,
that technology exhibits

constant RTS if f(ax) =af(x) Ae=1Aa >0
increasing RTS if f(ax) > af(x)ANe>1ANa>1
decreasing RTS if f(ax) <af(x)Ne<1lAa>1

m
where € = 3 210 5 the sum of partial elasticities of production.
= Jlnz;

Last remark is about homogenous and homothetic technologies. A function f(x) is
homogenous of degree k if f(tx) = t* f(x) for all t > 0. From economic point of view are
two important degrees. A zero-degree homogenous function is one for which f(tx) = f(x)
and a first-degree homogenous function is one for which f(tx) = tf(x). Comparing the
previous with concept of RTS, production function has constant RTS if and only if is
homogenous of degree one. A homothetic function is a monotonic transformation of a
function that is homogenous of degree one. Simply said f(x) is homothetic if and only if
it can be written as f(x) = g(h(x)), where h(-) is homogenous of degree one and g(-) is a
monotonic function [10].

2.2 Cost Function

The rational behaviour of the firm can also be described, instead of maximizing of pro-
duction function (2.1), by cost minimizing.

Let us consider the problem of finding a cost minimizing input vector x to produce a
given level of output. The total cost of the firm is determined by vector of input prices
p’ = (p1,...,pm) multipied by values of input factors vector x.

mgn plx
st f(x)=uy. (2.8)
By using the method of Lagrange multipliers
LA\, x) =p"x = A(f(x) —y)

and differentiate it with respect to each x; and the Lagrange multiplier, A. The first-order
conditions are

pi—Aagg‘):o for i=1,...,m
f&) =y (2.9)
The first equation can be rewritten into vector notation

p = ADf(x)] (2.10)
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where D f(x) is the gradient vector of function f. There are also a second order conditions
that must be satisfied at a cost-minimizing choice. Let us look on (2.9) and (2.10) from
the implicit function theorem

( D*f(x) [Dfx)]" )
Df(x) 0

is the matrix of the partial derivatives of the system (2.9) and (2.10) and D?f(x) is the
corresponding m X m Hessian matrix of production function. Determinant of this matrix
(DAY (D2f)(Df)T # 0. If D2f is negative semidefinite then the second order conditions
are fulfiled and there exists an unique solution of cost-minimizing problem (2.8). For each
choice of p and y there will be some choice of X that minimizes the cost of producing y
units of output. We will call the function that gives us this optimal choice the conditional
factor demand function and write it as x(p, y). If the firm produces its output from m
various inputs then we have whole system of factor demands. For each factor one demand
function. So in multi-input case x(p,y) is m x 1 vector.

In general the cost function can always be expressed simply as the value of the condi-
tional factor demands

C(p,y) =p x(p,y) (2.11)

and defines the minimum cost of producing particular output with given input prices. C
indicates the cost function. Expression (2.11) is in fact definition of the costs C' = p’x,
where conditional factor demands are substituted. Let us look deeper into cost function.
Its properties will help to understand the restrictions which will be imposed by later
investigation. A cost function has following properties [10]:

(i) Nondecreasing in p: if p’ > p, then C(p’,y) > C(p,y)
(ii) Homogenous of degree one in p: C(tp,y) = tC(p,y); for t >0
(iii) Concave in p, convex in y

Proof:

(i) Let x and x’ be cost-minimizing bundles associated with p and p’. Then p’x < p”x’
by minimization and p’x’ < p?'x’ since p < p’. Putting this two inequalities
together gives p'x < pI'x’.

(ii) This property is automatically clear, because if x is the cost-minimizing bundle at
prices p, then x also minimizes costs at prices tp.

(iii) Let (p,x) and (p’,x’) be two cost-minimizing price-factor combinations and let
p’=ap+ (1 —a)p’ for any 0 < a < 1. Now

C(p", y) — pl/TX — OépTXH + (1 . Oé)p/TX”.
Since x” is not necessarily the cheapest way to produce y at prices p’ and p we have
C(p",y) = aC(p,y) + (1 — a)C(P',y).

In case of y, ¥’ and (C(y),C(y’)) as two different outputs and corresponding cost
functions

aC(y)+ (1 —a)C(y) = ap’x(y) + (1 —a)p’x(y) =
=p’(ax(y) + (1 — a)x(y)) (2.12)
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and from concavity of the production function follows

Flox(y) + (1 — a)x(y) > af (x(y) + (1 — a) f(x(y) > ay + (1 — a)y’
Then substituting last inequality into (2.12) provides

aC(y) + (1 - a)C(y) 2 p'x(ay + (1 - a)y) = Clay + (1 - a)y). ¢

Very useful result is known as Shephard’s lemma. With help of this lemma factor de-
mand function x(p,y) are obtained, which play the main role in my applications. In fact,
it is a special property of the cost function (2.11).

Shephard’s lemma: Let z;(p,y) be the firms conditional factor demand for input i. If
the cost function is differentiable at (p,y) and p; > 0 for i = 1,...,m then

xi(pvy)z%g’y) i=1,...,m (2.13)

Proof. Let x be a cost-minimizing bundle that produces y at prices p. Then define the
function

9(p) =C(p,y) —p'%

Since C(p,y) is the cheapest way to produce y, this function is always nonpositive, at
p=0D; g(p)=0. Since this is a maximum value of g(p) and by deriving it gives

dg(p) _ 9C(P,y)
Opi Opi

—2;=0 i=1,...,m.

Hence, the cost-minimizing input vector is just given by the vector of derivatives of the
cost function with respect to the prices.

There are two reasons for investigating the problem in dimension of the cost function.
First, the cost function allows us to model the production behaviour of firms without
knowing of market price of output. Second, for modeling producer behaviour we use the
system of demand equations, derived with help of the Shephard’s lemma. Using the classic
approach, i.e. profit maximizing s.t. production function generates demands and supplies
as implicit function of the relative prices [7]. Using cost minimizing approach we avoid it.

2.3 Duality

In the previous section we have discussed the properties of the cost function. Given
any technology we can directly derive its cost function, by solving the cost-minimization
problem

C(p.y) = min{p’x: f(x) > y}. (2.14)

In this section it will be showed that this process can be reversed. Through definition
(2.14) production function f determines a cost function C'.

The production function can in general be obtained from a cost function satisfying the
appropriate regularity conditions as the solution to the following constrained maximization
problem:

fr(x) = m&x{y :C(p,y) < p’%x forevery p; >0} (2.15)
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where X7 = (Z1,...,%y) is given vector of inputs and C' is the given cost function. This
means that the production function contains essentially the same information that the
cost function. This general observation is known as the priciple of duality. Given one of
these functions under certain regularity conditions, the other can be uniquelly determined,

this result is summarized in the following theorem.

Samuelson-Shephard duality theorem:

(i) If the production function f satisfies the conditions (2.2) then for y > 0 and
p; > 0, for i = 1,...,m, the cost function defined by (2.14) factors into the following
expressions:

C(p,y) = C(p)y

where the unit cost function C(p) also satisfies (2.2).

(ii) If the unit cost function C(p) satisfies (2.2), then for &; > 0 for i« = 1,...,m the
function f* defined by (2.15) also satisfies (2.2). So f* can be interpreted as a
production function. Equivalent expression of (2.15) is

1
mgX{C(p) pTx=1,p; >0 Vi}

fi(x) = (2.16)

(iii) Let the unit cost function C(p) satisfy condition (2.2) and define the production
function f* by (2.16). Now define the unit cost function C* generated by f* for
p; > 0 as
C*(p) = mxin{pTx cffx>12;,>0 for i=1,...,m},

then for every p; > 0 we have C(p*) = C*(p*), so the production function f* which
was defined by the original unit cost function C, has a unit cost function C* which
coincides with C.

For proof see [4]. This theoretical result has many modifications, together with the Shep-
hard’s lemma (see section 2.2) makes duality theory extremly useful for empirical appli-
cations.

2.4 Functional Forms

This section offers an historical overview of the functional forms beginning with the famous
Cobb-Douglas form, moving on the constant elasticity of substitution specification, and
concluding with flexible functional forms such as the generalized Leontief and logarithmic
translog representation.

2.4.1 Survey of the Linear-in-Parameters Forms

Untill now I have spoken just about technology and costs in general. This section offers
a survey of common linear-in-parameters functional forms. This forms can be used as a
production or cost function depending on which access, direct or dual, is being considered.

Probably the oldest form is known as Cobb-Douglas,given by

m
logy = ap + Zai log x;
i=1
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where > 1", a; = 1 is a restriction of homogeneity of degree one in inputs factors, respec-
tively in input prices. This form was developed by Charles Cobb and Paul Douglas in
1928. For our purposes this form is too restrictive because elasticity of substitution (2.7)
equals in this case always unity.

Economists who were interested in estimating ¢ rather then assuming that o = 1 have
been searching for such form where ¢ is still constant but not necessary equal to one. This
form is called constant elasticity of substitution (CES) and is expressed by

m
Y = (ag + Zaixf)l/”
i=1
where ag = 0 for homogeneity of degree one. Earl Heady and his colleagues at lowa
State University wanted to model some agricultural experiments, but including input
combination that resulted in negative marginal product MP; = dy/0x;, which is impossible
in the Cobb-Douglas concept. Thus Heady generalized that form [1].

The following two forms are used the most for the empirical implementations because of
the flexibility which they offer. First, the Generalized Leontief linear functional form
can be written as

m m
Yy =ap+ Z Z aij(a;ia:j)l/2
i=1j=1
where symmetric restriction a;; = aj; Vi, j are added. The next form is probably most
used and will be deeply analysed because it builds the core of my empirical application.
In theoretical literature [7], [1] it is known as Translog functional form. This concept
can be expressed as

m m m

lny:ao—l-Zailn:L"i+ZZaij(ln$i)(lnxj) (2.17)
i=1 i=1j=1

where > " a; = 1 and Y ;" a;; = 0 Vj are restriction for homogeneity of degree one.

This form can be envisaged as a second-order Taylor’s series approximation in logarithms

to any arbitrary cost or production function.

We can assume for simplicity that all forms exhibit constant returns to scale. Also
for all forms we can generalize x! = (x1,...,2,,) to represent also a vector of inputs or
prices and y is output or cost depending on whether direct or dual approach is being
considered. As was said in the begining of this section this forms can be used in two
ways as cost or production function. So it seems not to matter which use is made of
these functional forms. However the dual formulation of production theory has crucial
advantage in the developement of econometric modelling: Demands and supplies can be
generated as explicit functions of relative prices x = x(p,y) (see section 2.2) without
imposing the constraints of production required in case of the direct approach [7].

2.4.2 Deriving the Translog Cost Function

In this part the translog cost function will be derived. Corresponding with (2.17) cost
function faces following form:

m 1 m m
nC(p,y) = Iny+ Z’Yz’ Inp; + B Z Z%’j Inp;Inp;
i=1 i=1j=1

1 m
+vyyIny + i’yyy(ln y)2 + Z%’y Inp; Iny (2.18)
i=1
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where y is value of output p? = (p1,...,pm) is m x 1 vector of input factor prices. Note
that among exogenous variables of the formula belong the logarithms of input prices and
the level of output as well. Rewriting (2.18) into matrix form gives

1
InC(p,y) = Iny+vplnp+ ilinpplnp +

1
+vyIny + §’yyy(ln y)? + ’y;y Inplny, (2.19)

where Inp is m X 1 column vector of logarithmus of input prices, I'pp is m X m matrix
of corresponding parameters (v;;) 4,5 = 1,...,m and ~p, resp. vp, are corresponding
m x 1 vectors of parameters -;, resp. ;. Note that here the cost function depends
from the prices and the amount of output. We can refer to this form as the translog cost
function, indicating the role of the variables, or the constant share elasticity cost function,
indicating the role of the parameters [7]. The concept of the share elasticity will be later
explained. Corresponding restrictions are

m m m m
d vi=1 > v =3 %= Yy =0. (2.20)
=1 =1 7=1 =1

For the translog cost function to be homothetic there is an adding up restriction that
iy =0 Vi. If we assume homogeneity of constant degree in output we have additionally
to impose the restriction 7, = 0 [1].

Now I have extracted from big number of formulas one which can fit to our model.
But the econometric approach (which will be explained in the next chapter)is parametric
approach, so the result of an empirical application is not only the statement about rejecting
or not rejecting of the theretical model, but result contains the value of parameters (in
case of 2.18, all 4’s) which tell us something about behaviour inside the model. Looking
deeper into the derivation of formula (2.18) and (2.20) will explain the meaning of the
parameters.

Let us turn back to the concept of cost function. First we start to define some more
concepts concerning costs and cost function:

DT
cost shares: v = £
c

j=1,....m

where ¢ = Z;n:1 pjx; are total cost. With output fixed, the necessary condition for
producer equilibrium when maximizing profit s.t. a production function f(x) are given by
equalities:

Olny/0lnx .
v=——"———— where 2 isa vector of ones
V/(0lny/01nx)
where vI' = (v1,...,v). Given a definition of total cost and necessary condition for

producer equilibrium, we can express total cost ¢ as a function of the input prices and the
level of output: (see 2.11). Cost shares of all inputs can be expressed as elasticities of the
cost function with respect to the input prices:

~_0lnC
V= Olnp

(p,y)-

Index of returns to scale or cost flexibility expressed as elasticity of the cost function
with respect to the level of output is like:

_ 0lnC
Y= dlny

(P, y).
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The cost flexibility vy, as derived from the production function, is the reciprocal of the

degree of RTS.
190y

Vy = — .
Y v dlnx

Next measure is known as share elasticities, which are expressed as

?InC ov
PP — 781np2 (p,y) =

alnp (p,y)
and obtained by differentiating the logarithm of the cost function twice with respect to
the logarithms of input prices. This measure gives the response of the cost shares of all
inputs to proportional changes in the input prices. Note that Upp is the m x m vector.
By differentiating the logarithm of the cost function twice with respect to the logarithms
of the input prices and the level of output, biases of scale measures, are obtained:

B ?InC (1) = 3V( ) = 8vy< )
ey = Olnpdlny Py = dlny Py = dlnp Py

This vector can be employed to derive the implications of economies of scale for the relative
distribution of total cost among inputs or to derive the implications of changes in input
prices for the cost flexibility. Derivative of the cost flexibility with respect to the logarithm

of output provide
9?InC vy
Uyy = W(p,y) = @(P,y)-

This measure gives the response of the cost flexibility to proportional changes in the level
of output.

Now we want to generate an econometric model of cost and production by assuming
that our parameters are the following constants:

I'pp = Upp Ypy = Upy Yyy = Uyy-

We can regard this system as a system of second-order partial differential equations. We
can integrate this system with respect to In p, Iny to obtain a system of first-order partial
differential equations

Vv=7p+ppInp+vp,Iny
vy =y + Ypy NP+ Iny
where vp, 7, are constants of integration and when p = 1, y = 1, then v, = v and

vy = vy. Now we can integrate this system again with respect to Inp, (Iny) to obtain the
cost function (2.19).

This derivations require imposing of some restrictions. All restrictions build up the set
of restrictions, that need to be considered in the regression model. The complete set of
conditions for integrability is as follows [7]:

Homogeneity: The cost shares and the cost flexibility are homogenous of degree zero in
the input prices, since the cost function is homogenous of degree one.

Ippr =0 Ypy? =0

For m inputs there are m + 1 restrictions implied by homogeneity.
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Cost exhaustion: The sum of the cost shares is equal to unity. Cost exhaustion implies
that the value of m inputs is equal to total cost.

Yp =1 Ippt =0 Yoyt =0
For m inputs there are m + 2 restrictions implied by cost exhaustion.

Symmetry: The matrix of share elasticities, biases of scale and the derivative of the cost
flexibility with respect to the logarithm of output must be symmetric.

/
Fg’p Ty | _ pr Ypy
Tpy  Tyy Tpy Ty
Nonnegativity: The cost shares and the cost flexibility must be nonnegative. Since the
translog cost function is quadratic in the logarithms of the input prices and the
level of output, we cannot impose this restriction, instead, we consider restrictions

on the parameters that imply monotonicity of the cost shares wherever they are
nonnegative.

Monotonicity: The matrix of share elasticities I'pp, + vV’ is nonpositive definite.

Concavity: The cost function is concave, wherever the cost shares are nonnegative.

To summarize, if one logarithmically differentiates equation (2.18) with respect to in-
put prices and then employs Shephard’s Lemma (see section 2.2), one obtains cost share
equations of the form.

OlnC &8_0 DTy
dlnp; Cop; ¢

m
=%+ Y vijInp; +viylny (2.21)
=1

for i = 1,...,m. Defining the cost shares v; = p;x;/c, it follows that > ;" v; = 1. This
condition of the share equation system (2.21) has important implication for econometric
estimation. I will illustrate this issues in chapter (4).



Chapter 3

Econometric Methods

3.1 Estimation Methods

The objective of econometric modeling is to find numerical values of relevant parameters
after an appropriate specification of the economic relations and the device of a suitable
estimation technology. An estimator is a formula, method, or recipe for estimating an
unknown population parameter, and an estimate is the numerical value obtained when
sample data are substituted in the formula.

Economic theory contains plenty of relationships between variables taken in pairs: quan-
tity and price, consumption and income, unemployment and the inflation rate and many
more. It suggest the opinion that economists believe that the world can be analyzed only
in terms of a collection of bivariate relationships. But nonetheless some bivariate rela-
tionships are significant for understanding the basis of statistical and mathematical tools,
which are reconstructed on more complicated situations.

The simplest version of the two variable model is:
y=a+ X+ w

with wu; being iid ~ (0,02) and ¢t = 1,...,n is number of observations. There are thus
three parameters to be estimated: «, 3 and 2. The parameters o and 3 are taken as a
pair, since numerical values of both are required to fit a specific line. Once such a line has
been fitted, the residuals from that line may be used to form an estimate of 2.

For our purpose it is unreasonable to discuss the bivariate relationships any further.
Our example gives sense for specifying and analyzing multivariate relations. While the
ultimative objective of my econometric research is a system of demand equations, solved
as a system of simultaneous equations, first I prefer to restrict the analysis to a single
equation including k£ exogenous variables, where k is in general a number larger than two.
The specification of such a relationship is

yp = 1+ BoXop + B3 X3t + ... 4 BpXpr + ut (3.1)

with the same assumptions like in the bivariate model.

Here it makes sense to mention that Translog cost function is an example of a multi-
variate relationship and the system of demand equations derived from the cost function
gives a typical example of a simultaneous equation system.

15
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3.1.1 Ordinary and Generalized Least Squares

Ordinary least squares (OLS) is one of the basic methods of econometric investigations.
Its principle is to find in equation (3.1) vector 3" = (01, B2, ..., Bx) which minimizes the
inner product of the disturbance vector u. This approach will be explained as follows.

Let’s have k + 1 variables with n sample observations given: Xy;, Xot, ..., Xit, yt,
t=1,...,n. The aim is to explain y as linear function of x1,xs,...,xx, where
x; = (Xj1,Xj2,...,Xjn) and j = 1,2,..., k. Note that Xj; # xj. It means y is in this
case an endogenous variable, explainable by the model and =1, zs, ..., ) are independent,
or exogenous variables. We are looking for unknown parameters (31, 0s2,...,0r in the
equation system:
ye =01+ BeXot + .+ BeXie, t=1,....n (3.2)
Rewriting in matrix form will simplify the notation (3.2)
y=Xp (33)
U1 1 X21 . Xkl ﬁl
Y2 I Xoo ... Xpo B2
where y = . X = . . ] . 0= .
Yn 1 Xop oo Xpn Bk
ye and X, (j = 1,2,...,k) represent observations in time ¢. But this observations do

not fulfil (3.3) exactly, there arise some deviation. We indicate them with u;. Notation in
matrix form looks as follows

y=XB+u (3.4)
where v’ = (uy,us, ..., uy,) is so called vector of random disturbances.

As T have said in the begining of this section, the principle of OLS is to find such vector
(G that minimizes the square of sum

uu=f(B)=(y—XB)(y— XP) (3.5)

Therefore the title least squares. Proceeding in this way: f(8) = v’y —2y' X5+ ' X X3,
derivation with respect to 3 yields the necessary conditions for existence of the minimum.

df
- =-2X 2X'XB=0
5 y+ B
The solution is the least squares estimate (LSE) of 3, denote by B:
B=(X'X)"'X"y. (3.6)
Looking at the sufficient condition
d>f
= =2X'X>0
a7 =%

(X'X) of full rank and positive definite will fulfil such condition. The following theorem
states the properties of § under additional statistical assumptions.
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Gauss-Markoff theorem: Under assumptions

Al: E(u) =0, expected value of u; is 0

A2: E(uu') = Cov(u) = 021, ug,u} for t # t' are non-correlated, A1+A2 gives
u ~ iid(0, o21)

A3: E(X'u) = 0, respectively X-non stochastic

A4: r(X) = k, X-full column rank

A5: k < n, there are more observations then variables. (We have positive degree of freedom.)

B = (X'X)~1X'y, the LSE of 8 has following properties:

(i) unbiased: E(B) =3
(i) efficient: Var(f) = 02(X’X)~! has minimum variance in the class of linear unbiased
estimators, resp. it is a best linear unbiased estimator (BLUE)
(iii) consistent: plim(G) = 3

Proof:(ii) A linear estimator of 3 is B =S ¢;: X; where ¢; are to be determined. Unbiased-
ness requires F(f) = 3. Now

g = ZczﬂX +u;) = (z:cZ )—i—Zciui

Thus #* will be a linear unbiased estimator if and only if > ¢; =0 and > ¢; X; = 1 When
these conditions are satisfied 8 = 3+ >_ ¢;u; and

Var [(Z c,ul) } = g2 Z c?

To compare this variance with that of the OLS B, write
C; = w; + (Ci — wi)

Thus, 3¢ = S w? + S (¢; — w;)? + 23 w;i(e; — w;) The properties of the w; and the
conditions on the ¢; ensure that

Zwl i —w;) =0

and so Var(3*) = Var(3) + 02 3 (¢; — u;)? which proves the theorem. 0

There is one more parameter to be estimated: 2. Let e =y — X B is so called residual
vector. From it follows ee = (y — XB)'(y — X3). Expected value of ¢'e is E(e'e) =
E(u'Mu) = E(trMuv') = trE(Muu') = trMo?I = 0%(n — k) where
M = (I — X(X'X)7'1X') is the idempotent n x n matrix. Therefore

9 ee

s=— (3.7)

is unbiased estimate for variance matrix of estimated parameters. The LS equation is now
Yo = P1+ BoXot + ..+ BpXpe + e t=1,...,n

averaging over the sample observations gives

A~

72514-52)22—%...—1—51@)2/%



18 ECONOMETRIC MODELS OF PRODUCER BEHAVIOUR

since € = 0. Subctracting the second equation from the first gives so called deviation form
of the observations. 3 )
Ut = PeXot + ...+ BeXit + e

where 3 =y — ¢ and Xt = Xit — X;,i=1,...,k denote deviations from sample means.
Collecting all n observations, the deviation form of the equation may be written compactly
using a transformation matrix

A=T,— (%) il (3.8)

where 7 is a column vector of n ones. It can be shown that A is symmetric, idempotent
matrix, which by multiplication transform a vector of n observations into deviation form.
Thus Ae =e and Ai =0

y=XB+e=(i X2)<§1 >+e

2

where Xy is the n x k£ — 1 matrix of observations on the regressors and bo is the k — 1
element vector containing the coefficients 32, 32, ..., 3. Premultiplying by A gives

Ay=(0 AXs) ( f; ) + Ae = (AXa)bs +

= y=Xbyte (3.9)

where y, = Ay and X, = AXs. By using (3.9), the decomposition of the sum of squares
may be expressed as

y;y* = ngiX*bg—ke’e
TSS = ESS -+ RSS (3.10)

where TSS,ESS, resp. RSS idicate total, estimated, resp. residual sum of squares. The
coefficient of multiple correlation R is defined

_ESS _ _RSS

2 [ —_
R - TSS TSS

(3.11)
R? measures the proportion of the total variation in Y explained by the linear combination
of the regressors. R? value is used to measure the fit of the estimated model. For this
purpose is often used also adjusted R?, denoted by R2.

RSS/(n — k)

B =1 Iss/n-1)

(3.12)
This statistic takes explicit into account the number of regressors used in the equation.

Many assumptions from A1-A5 are very strong ones and real data does not fulfil them.
Therefore theorist search for some more general ways, which gives similar results like OLS.
Very typical example is when u; is not independently distributed. The LSE is still unbiased
(i) but not efficient (ii) any more. With respect to this changes OLS is substituted by a
so called general least squares (GLS) method.

GLS provide estimation of the linear model

k
ytZZXitﬁH-ut t=1,...,n
i=1

uses the following assumptions:
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(i) X is nonstochastic matrix, nonsingular, k < n
(ii) w is random variable with zero mean and variance-covariance matrix
Elee'] = 02Q # %I, Q is a known symmetric and positive definite matrix.

The linear unbiased, efficient estimate is obtained from corrected square of sum f,(3),
see (3.5)

fo(B) = (y — XB)Q ' (y — XB) (3.13)

differentiating (3.13) with respect to [ yield necessary conditions. GLS estimate of 3 is
then )
fo = (X'Q1X)7IX'Q 1y (3.14)

(compare with 3.6). The variance-covariance matrix in this case looks as follows:

E[(Ba — B)(Ba —B)] = c*(X'Q'X)!

and an unbiased consistent estimate for o2 is:

o el
67 = ,
n—k

e=y— XfBa

In application of GLS arise a crucial problem how to determine 2. Namely the task is
to find estimator for €). One possibility arise from parametrisation of {2 with some finite
numbers of parameters Q = Q(61,...,0n) [6].

3.1.2 Maximum Likelihood Estimation
If the distribution of the disturbance vector is known e.g.
u~ N(0,0%1) (3.15)

we can estimate the parameter with help of likelihood function. The formal definition
of likelyhood function is

L(0,y) = f(y,0) (3.16)

where 6 is some k vector of unknown parameters, 8’ = (01,6,,...,0;) and f(y,0) is the
joint density, which indicates the dependence on 6 and it may be interpreted as a function
of 0, conditional on a set of sample outcomes. Reversing the order of the symbols in (3.16)
emphasize the new focus of interest. Maximizing the likelihood function with respect to
0 amounts to finding a value 6 that maximizes the probability of obtaining the sample
values that have actually been observed. 6 is called maximum likelihood estimator (MLE)
of the unknown parameter vector f. Often used simplification is to take logarithms of
likelihood function, it is denote with [ = InL, because of monotonic transformation, there
is any problem in maximizing

ol 19L

90 Lo =s(0,y) (3.17)

= L =
meax(l) meax(ln )

The derivative of | with respect to # is known as the score. The MLE, 6 is derived by
setting the score to zero.

The widespread use of MLE is due to a couple of desirable properties [6]

(i) Consistency: plim(0) = 6
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(i)

(iii)
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Asymptotic normality: § ~®* N(0,171(#)). This states, that the asymptotic distribu-
tion of @ is normal with mean # and variance given by inverse of information matrix

I(0), which is defined by

ol o' 0%l
IO)=F||l=)|= =—F|—r 3.18
0=2|(5) ()] == o 315)
where result is a square, symmetric matrix of second order derivatives or so called
Hessian matrix.
Assymptotic efficiency: If 8 is the maximum likelihood estimator of a 6, the previous
property means that

V(6 — ) —* N(0,0?)

for some finite constant o2. If § denotes any other consisitent, asymptotically nor-
mal estimator of #, then \/nf has a normal limiting distribution whose variance is
greater than or equal to 2. The ML estimate has minimum variance in the class of
consistent, asymptotically normal estimators.

Invariance: If § is the ML estimate of 6 and g(f) is a continuous function of 6, then
g(0) is the ML estimate of g(f).

The score has zero mean and variance I(6). To prove zero mean note following

property
/.../f(yl,yg,...,yn,ﬁ)dyldyg...dyn:/.../Ldy:1

Differentiating both sides with respect to 6 yields

but E(S):/ ngy:/... a—Ldy

= Var(S) = B(SS') = E K%) (%)] — 1(6)

In the case of the linear model the vector of unknown parameters 6 is ¢’ = (3, 0%) and
the multivariate density for u is

1 — 1 V(u'u
Jw = (27r02)”/26( e

the multivariate density for y conditional on X is then

ou

fly | X) = f(u) ay

in this case g—z‘ = 1. Thus the log-likelihood function is

1
l=Inf(y| X)=Inf(u) = —gln27r — ganQ — ﬁu'u =

L (- Xp)(y - XB) (3.19)

n n 2
—§ln27r — 5[710' — r‘_Q
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from (3.17) we have

o _ o _
op  do?
it determines ML estimate of g3
3 = (X'X)"'x'y (3.20)
and &% = (y—XB)(y—XB)/n (3.21)

where X, § and y are as in previous section matrix and vectors.

ML estimator of 3 is seemed to be the OLS estimator 3 (see 3.4) and 62 is €’e/n where
e=y—X B, where e is the vector of OLS residuals. From OLS theory we know that
Ele'e/(n — k)] = 62. Thus E(6%) = o%(n — k)/n, so that 62 is biased for o2, while 3 is
unbiased for #. By computing the second-order derivatives with respect to parameters we
obtain information matrix (see 3.18)

1 /
1(9):1( %):lrf?()éX) 2&] (3.22)

g

Il< 5 ) ) [ XX 0 1
o2 0 20°

n

and its inverse is

The zero off-diagonal terms indicate that B and 62 are distributed independently of one
another. Substituting the ML estimator values (3.15) and (3.21) in the log-likelihood
function and exponentiating gives the maximum value of likelihood function

L(B,6%) = (2”>2 (o) (3.23)

n

3.1.3 Seemingly Unrelated Regression

Many econometric applications involve the question of the solution the system of equa-
tions, which are somehow related to each other. My investigation presented below utilizes
a system of the demand equations and thus I need additional techniques for single equa-
tion estimators. Very popular approach is called seemingly unrelated regression (SUR),
respectively Zellner estimator after its inventor. Simply said it is an extension of GLS
estimator on a multi-equation system.

Suppose that ith equation in a set of m equations is
v = X5 + u; 1=1,...,m (3.24)

the set of equations can be written also in matrix form

Y1 X: 0 ... 0 061 U1
Y2 0 X9 ... 0 B2 u2
Ym, 0 0o ... X, Om U,

where y; is an n x 1 vector of observations on the ith endogenous variable, X; an n x k;
matrix of observations of exogenous variables, §; a k; x 1 vector of coefficients and u;
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an n X 1 vector of disturbances. Note, that in the previous sections (; was the unique
parameter, here it is held as vector of parameters.

In our case y variables are cost shares of individual energy inputs and X’s are prices for
energy goods and value of output. The main question is whether the equations should be
treated separately or as a set. The explanation of this problem lies in the assumptions of
the Gauss-Markoff theorem (GMT) (see section 3.1.1). In fact they are not absolut and
sufficient for system of equation, because correlation among disturbances of various equa-
tions are missing. Second assumption of the GMT looks E(u;u}) = 021, (i =1,...,m) but
by considering the system is assumed that there exists some between-equation relations,
that the equations are only seemingly unrelated. Summarizing this considerations we

use the assumptions of the GMT

E(uz) =0
E(unf) = o}l (3.26)
E(Xju;) = 0

First assumption is clear, second is consequence of the previous paragraph and the last
says that the disturbance and explanatory variables in each equation are assumed to be
uncorrelated.

By definition, the variance-covariance matrix for u is

wiu)  wubh ... ugul,
/ / /
S = E(w)=E (3.27)
/ / /!
Uty Uy L. upU,

Each term in the principal diagonal of ¥ is an n X n variance-covariance matrix. Thus
E(u;u}) is the variance-covariance matrix for the disturbances in the ith equation. Each
off-diagonal term in X represent an n x n matrix whose elements are covariances between
disturbances from a pair of equations. Substituting (3.26) into (3.27) gives:

ol o1l ... ol 011 012 ... Olm
0'21[ 0'221 O'le 0921 g292 e 02

x= : . : = . .. . |el=%.0r
omid omal ... Opmd Oml Om2 --- Omm

(3.28)

where [ is the identity n X n matrix and ® denotes Kronecker multiplication that is, each
element in Y. is multiplied by I. The GLS estimator of § is then unbiased and looks:
(compare with 3.14).

BGLS _ (X/Z—lX)—lez—ly

where
ot o121 ... olmy
o1 o221 ... o]
ylaxlel=
0'";1] a”;QI . am.ml

The variance-covariance matrix for the GLS estimator is

Var(Bars) = (X'S71X) !
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In general ¥ is unknown and the question is how to construct an estimator for 3 while
estimate for (§ stay consistent. One possibility is to use the estimate: Y =301,
respectively provide an inverse. The 3 depends only on m(m + 1)/2 different elements of
Y, however ¥ is mn x mn matrix, it is possible by estimating each of the m equation
by OLS and using residuals to estimate o;;. The residuals computed from OLS-single
equation are:

o~
uiuj

Substituting into we have

wju;  wiX; (XGXG) ™ Xuy X (X]XG) ! X, 4 X (X[X3) ! X)X, (X5X5) ™! Xu,
n n n-1 n n n—1 n n n-1 n n—1 n

Denote s;; = i4ii; /n then (s;;) indicate matrix S and ¥ = S ® I is a consistent estimator
for . It can be shown that SUR estimate of 3

B = (X571 X)Xy
as OLS estimate of 8, § = (X'X) "' X"y is efficient too.

It is noteworthy, that if o;; = 0, i # j, the SUR estimator (SURE) reduces to the
application of OLS to each equation separately. If the disturbances are also normally
distributed the OLS estimate is also ML estimate.

3.1.4 Estimation under Restrictions

Economic theory offers many attractive results, however for their consideration we often
have to resort to restrictive conditions. It brings to econometric models a new dimension.
In my model estimation methods, without the possibility of including restriction are com-
pletely useless, because a well behaved cost function has to be homogenous of degree one
in input prices and the system of demand equations has to fulfil some kind of symmetry
restrictions. Reformulating the conditions in mathematical notation can provide an ex-
tension of the methods mentioned so far, which can be covered by estimation under
restriction.

From econometric point of view restrictions mean that there exists some prior informa-
tion about parameters. Therefore by minimizing (3.5), restrictions have to be taken into
the consideration. Besides further assumptions, GLS estimator is valid. Let us assume m
additional restrictions for (3:

k
ZRU,@]’ =T 1= 1,...,m (3.29)
7=1

or R = r in matrix form, where R is a nonstochastic m x k matrix and r is m x 1 vector.
The idea of this aproach is to derive a GLS restricted estimate from the unrestricted
one [6]. A GLS estimator under restrictions (3.29) is derived with help of the Lagrange
function, where restriction are implemented as

fr(B) = f(B) = (BR =)A= (y— XB)Q (y— XB) — (B'R —1")A (3.30)

where R is the restriction matrix and A is vector of the Lagrange multiplicator associated
with restrictions. Extract 5 from (3.30), is obtain Sr. Proceeding in this way gives

Br =0+ X' 'X)'RRX'Q'X) 'R (r — RP) (3.31)
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where ﬁ is unrestricted GLS estimate of (.

Br always fulfils the restrictions (3.29) also when the unrestricted parameter vector does
not. When the latter fits to the restriction equation (3.29) then E(RS) = r. It means

~

that GLS estimate 3 is compatibile with the restriction.

3.2 Statistical Inference

Statistical inference on the validity of parameter restriction can be undertaken in a number
of alternative ways. The first part of this section introduce you with the most common
ones. The second one analyses the problem of autocorrelated disturbances and simultane-
ously explains the test statistic specific to this issue.

3.2.1 Test of Linear Restrictions

In section (3.1.1) we have established the properties of the LS estimator of 5. It remains
to show how to use this estimator to test various hypotheses about §. Suppose that in
the model (3.1) are assumed some more informations about § and we test the reliability
of this assumptions. Most common hypotheses are

(i) Ho : B; = 0. This sets up the hypothesis that the regressor X; has no influence on
y. This type of test is known as the significance test.

(ii) Hp : B; = Bio. Here o is some specified value. If, for instance, (3; denotes a price
elasticity one might wish to test that the elasticity is —1.

(i) Ho: B = (B2,03,---,0k) = (0,...,0). This sets up the hypotheses that the complete
set of regressors has no effect on y. It tests the significance of regression as a whole.
The constant parameter does not enter into the hypothesis, since interest centers of
the variation of y around its mean and the level of the series is usually of no specific
relevance.

All examples fit into the general linear framework
RB=r

Where R is a ¢ X k matrix of known constants, with ¢ < k, and r is a g-vector of known
constants. Each null hypothesis determine the relevant elements in R and r. For the
foregoing examples we have

(i) R=(0 ... 01 0 ... 0 r=20 g=1
with 1 in the 7th position

(i) R=0 ... 01 0 ... 0 r = Bio g=1
with the 1 in ¢th position

(i) R=(0 Iy_y) r=20 g=k—1

where 0 is a vector of k& — 1 zeroes

The efficient way to proceed is to derive a testing procedure for the general linear hypoth-
esis

Hy:RB—1=0 (3.32)

This general test is applicable to any hypothetic specification. Given the LS estimator
B (see 3.6) an obvious step is to compute the vector RS — r. This vector measures the
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discrepancy between expectation and observation. If this vector is relative large it tends
to forget the existence of the null hypothesis and conversely, if it is relative small it
tends not to contradict the Hy. To distinguish between small and large relevant sampling
distribution help. In this case it is the distribution of R3 when R3 = r. From F (/3’) =0
(see Gauss-Markoff Theorem, section 3.1.1) it follows directly

E(RB) = RB.
Therefore from Var(3) = ¢2(X’X)~! we have
Var(RB) = RVar(B)R = >R(X'X)" 'R’

We thus know the mean and variance of the RB vector. Since B is a function of the vector
u see (3.5) the distribution of R will be determined by the distribution of u. First two
assumption of the GMT (see section 3.1.1) plus assumption that the w;s are normally
distributed can be combined in the (3.15) statement. Since linear combinations of normal
variables are also normally distributed, it follows directly that

B~ N[B,o*(X'X)]
then RS ~ N[RB,0*R(X'X) 'R/
andso  R(3— )~ N[0,0°R(X'X)" 'R/ (3.33)
If the null hypothesis R = r is true then
R3 —1r ~ NI[0,0?R(X'X)_1R']

This relation gives us the distribution of RB.

Suppose now that X ~ N(0,02I), where X = (X1, Xo,...,X}) and each X; is still
independent and has zero means. Thus

Xt | X3 Xi o
?'i‘?—l-...-i-ﬁfvx(k) (3.34)

has y2-distribution with k& degrees of freedom. (3.34) can be written in matrix form
%X’X ~ x> (k) (3.35)
o
rewriting in quadratic form gives X'(¢2I)~1X. This allows us to write
(BB = r)[o* RIX'X)T RN (RE = 1) ~ x*(q) (3:36)
it is easy to show from (3.35) that

e
5 X2 (n — k) (3.37)
(3.36) and (3.37) may be combined to form a computable statistic, which has an F distri-

bution under the null hypothesis

(BB — ) [R(X'X) ' R(RS —1)/q

ey p— ~ F(g,n —k) (3.38)
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The test procedure is then to reject the hypothesis R = r if the computed F' value exceed
a preselected critical value. Now it will be shown what this test procedure amounts to the
three specific applications indicated previously.

First, we rewrite (3.36) as
(R3—7)[s"R(X'X) "R (RB—r)/q ~ F(g,n — k) (3.39)

because s2 = e’e/(n — k), see (3.7). Thus, s?(X’X)~! is the estimated variance-covariance
matrix 3, indicating 4, jth element of the (X’X)~! by ¢;; then

s2cy; = Var(@-) and s2cij = cov(@-, BJ) ,7=1,2,...,k
In each applications are specific forms of R, which are then substituted in (3.38) and (3.39)
(i) Hp : B; = 0 Equation (3.39) looks

52 52
F= f _ A
s°cii - Var((;)

~ F(l,n—k)

because RB picks out BZ and R(X'X)"'R' picks out ¢;;. Taking the square root of
previous one

_ B B
=T el tn — k) (3.40)

where s.e is standard error, s.e = \/Var(Bi). Thus the null hypothesis that X; has no
assotiation with y is tested by dividing the ith estimated coefficient by its estimated
standard error and referring the ratio to the ¢ distribution.
(ii) Hp : B; = Bio, t-distribution in this case looks
p = Bi=Puo ~t(n—k)
s.e(fi)

Instead of testing specific hypothesis about ; one may compute, say, a 95% confi-
dence interval for 3;. It is given by

s; = t0,025 S-e(»@i)

(iii) Hy : B2 = B3 = ... = Br = 0 The first two examples have each involved just a
single hypothesis, therefore F' and t procedures were equivalent in this cases. Now
R(X'X)~'R’ picks out the square submatrix of order k—n in the bottom right-hand
corner of (X’X)~1. To evaluate this submatrix, we divide X as (z X3) where X
is the matrix of observations on all k£ — 1 regressors. Then

!/ /
Iv 1 - n .0
XX_<X§>(Z X2)_<X§z X§X2>

inverse of such matrix

(X5Xo — Xbin 1/ X0) 7 = (X3AX,) ™ = (XIXx,)7!

where A is transformation matrix (3.8), A transforms observations into deviation
form (see 3.9). With help of the (3.10) the F' statistic for testing the complete set
of regressors is

~ ESS/(k—-1)

F= R8s/ —k)

~F(k—-1n—k)
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By using (3.11), this statistic may be expressed as

RY/(k ~ 1)

SR 2 y ey

~F(k—1,n— k) (3.41)

3.2.2 Likelihood Ratio, Wald and Lagrange Multiplier
Test Statistics

In this part three basic tests for validity of the linear restriction will be assumed. Every
test has common context of linear hypotheses about 8. Null hypothesis of linear relation
of 3 take the form (3.32).

Likelihood ratio test statistics is derived from ML estimator. The resultant value of
likelihood function L(B, 62), see section 3.1.2, is the unrestricted maximum likelihood and
is expressible as a function of the unrestricted residual sum of squares €’e (see 3.23). The
model may also be estimated in restricted form by maximizing the likelihood subject to the
restriction (3.32). Let the resultant estimators be denoted by 3 and 62. Then maximum
likelihood estimator is L(B, 52). The restricted maximum cannot exceed the unrestricted
maximum, but if the restrictions are valid, we would expect the restricted maximum to
be relative close to the unrestricted maximum. According to this consideration likelihood
ratio is defined as T

Gl (3.42)
L(5,52)
and intuitively we expect to reject the null hypothesis of binding restriction if A is relative
small. A large-sample test of general applicability is available for (3.42) in this form

LR=—2In\=2[In L(3,6%) — In L(B,5%)] ~* x*(q)
The restricted ML is derived by maximizing
=1 y'(RG—r)

where p is an ¢ x 1 vector of Lagrange multipliers and [ = In L. It can be shown that B is
simply the restricted [ already derived in (3.31). If we denote the corresponding residuals
by

er =Yy — XPr

2

the restricted ML estimator of o2 is 2 = e/zer/n and so

L(3,5%) = const(erer) > (3.43)
Substituting (3.43) into (3.42) gives LR test statistic as
LR =n(lnezer —Inée)

The calculation of the LR statistics thus requires both models, restricted and unrestricted.

The next test statistic requires fitting only one of the restricted model. By Wald pro-
cedure the vector (RS — r) indicates the extent to which the unrestricted ML estimate
fits the null hypothesis. From asymptotic normality follows 3 ~* N (B,I75(B)) (see sec-
tion 3.1.2). Therefore for hypothesis (3.32), R(3 — ) is asymptotically distributed as
multivariate normal with zero mean vector and variance-covariance matrix RI~(8)R/,
where I71(3) = 0?(X’X)~!, compare with (3.33). As shown in (3.22) the information
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matrix I(€) for the linear regression model is block diagonal, so we can concentrate on the
submatrix relating to . It gives

(RB — )[R (B)RH(RB —1) ~* x*(q)

The assymptotic distribution still holds when the unknown o2 in I~1(3) is replaced by

consistent estimator 62 = e’e/n. It gives

—ry XY LRV RA — r
W = (Rﬁ ) [R(X X) R] (Rﬁ ) ~0 XZ(q)

6-2

where W indicate the Wald statistics.

The last test from this trinity is based on the score vector (3.17). The unrestricted
estimator, 6 is found by solving s(#) = 0. When the score vector is evaluated at 6-the

restricted estimator, it will in general not be zero. However, if the restrictions are valid [(0)
will be close to the [ (é) As shown earlier, the score vector has zero mean and variance-
covariance matrix given by () (see section 3.1.2). The quadratic form s'()I~1(6)s(d),
will then have a y2-distribution. Evaluating this form for § = 6 provides a test of the null

hypothesis. Therefore under the null hypothesis
LM = s'(0)I7'(0)s(6) ~* x*(q)

where LM is the Lagrange multiplier test statistic. In comparison with the Wald test,
it is necessary to calculate only the restricted estimator rather then the unrestricted one,
which is much easier in many cases.

There also exists some comparison of this three tests. It looks as
W >LR > LM.

It is possible to derive this inequality with help of some analytical tools, see [6]. The tests
are assymptotically equivalent, but in finite samples give different numerical results.

3.2.3 Durbin-Watson test

Suppose that in the model y = X3+ u (see 3.4) it is assumed that disturbance terms fulfil
following pattern

up = pur—1 + €t (3.44)
where &; is white noise process: ¢, ~ N(0, af] ), this process is known as first-order
autoregressive proces, (AR(1)). Simply speaking it means that disturbance in time point
t depends on previous disturbance term. The task is to provide some test for the hypothesis
about relation (3.44). The null hypothesis of zero autocorrelation is then

Hy:9=0
against the alternative hypothesis
Hy:9p#0
One of the many who have investigated this issue are Durbin and Watson [6].

The Durbin-Watson (DW) test statistic is computed from the vector of OLS residuals
e =y — Xp. It is denoted like d or DW and is defined as:

_ Yio(er —ei1)?

d
>t 6?

(3.45)
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The mean residual is zero, so the residuals will be scattered around the zero line which
represents F(e) = 0. If the e’s are positively autocorrelated, succesive values will tend to
be close to each other, runs above and below the expected values and the first differences
will tend to be numerically smaller than the residuals themselves. Alternatively, if the e’s
have a first-order negative autocorrelation, there is a tendency for the next observation
to be on opposite side of E(e) = 0 axis, therefore first differences tend to be numerically
larger than the residuals. Thus d will tend to be relative small for positive autocorrelated
e’s and for negative is then relative large. If the e’s are really random, or non correlated,
there is no tendency for runs above and below or for alternate jumps across horizontal
axis and d will have an intermediate value. Expanding (3.45) we have

_ S el+ Y rael  — 23 ey
Dot €t2

For large n the different ranges of summation in numerator and denominator have a
negligible effect and

d

d~2(1-29) (3.46)
where

5 Yo eei—1

S o=

is the coefficient in the OLS regression of e; on ;1. Thus (3.46) gives various states of d:

0 < d < 2 for positive autocorrelation of the e’s
4 > d > 2 for negative autocorrelation of the e’s
d ~ 2 for zero autocorrelation of the e’s

However the hypothesis under test is about the properties of the unobservable u’s. For a
random u series the expected value of d is

2k — 1)

E(d) =2
(d) =2+ ——

(3.47)
where k is the number of coefficients in the regression. From (3.47) is clear, that any
computed d is associated with the matrix X and therefore particular d’s are not tabulated.
Durbin-Watson established upper (dy) and lower (dr) frontiers for the critical values.
These frontiers depend only on the sample size n and the number of regressors k.

dy and dy, are used to test the hypothesis of zero autocorrelation against the alternative
of positive first-order autocorrelation. The testing recipe is

(i) If d < dp, reject the hypothesis of nonautocorrelated u in favor of the hypothesis of
positive first-order autocorrelation.
(ii) If d > dy, do not reject the null hypothesis.
iii 1, < d < dy, the test is inconclusive.
(iii) If d d < dy, the test is i lusi

If one wishes to test the null hypothesis against the alternative of negative first-order
autocorrelation, this test provides a 4 — d value. There are two important qualifications
to the use of the DW test. First, it is necessary to compute with a constant term. And
second, it is strictly valid for a nonstochastic X matrix. Thus, DW test is not useful for
the model where lagged dependent variables are employed as regressors [6].
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3.3 Problem of Vector Autocorrelation

Now we will discuss an extension of the model (3.25). This part is of my special interest,
because estimation with autocorrelated disturbances brings many practical complications
and I don’t know if there exist in each case a satisfactory solution.
Consider the multivariate regression model (3.25). A comprehensive expression is given
in simple matrix form
Yyt = Bxy + uy t=2,...,n (3.48)

where 1 is an m X 1 vector of dependent variables, B is an m x k matrix of unknown
parameters, z; is a k X 1 vector of exogenous variables u; is an m x 1 vector of random
disturbances. We assume that (ug, ..., u,) is a sample from a stationary vector stochastic
process which satisfies the stochastic difference equation

Uy = Qut,1 + &¢ t = 2, ey (349)

where ¢; ~ 1id N[0,€] and @ = (Q;;) is an m x m matrix of unknown parameters. It
is noteworthy that the first observation is lost owing to the presence of lagged variables
ug—1. We assume here the adding up condition (because this still be the relevant case in
the application further below).

Yy =1 t=1,...,n (3.50)
where ¢ is an n x 1 vector of ones. From (3.48),(3.50)

= JB=(1 0 .. 0)
and Vug =0 t=1,...,n (3.51)

Since uy—1 and e; are statistically independent then from (3.49) and (3.51) follows that

’'Q = d (3.52)

and ey = 0 t=1,...,n,

where a is an arbitrary constant.

Hence in the context of an autoregressive model the adding up condition (3.50) implies
that each column of ) must sum to the same unknown constant a and that 2 = 0, which
means that 2 is singular. This restriction is a strong one, because in the case of diagonal
matrix it imposes all diagonal elements to be equal.

Since g; ~ iid N(0,) we consider the ML estimation of the model defined by speci-
fications (3.48),(3.49),(3.50). Since the covariance matrix € is singular ¢; cannot have a
density. We assume that ) has only one zero root so that when one component of &; is
deleted the resulting vector has a nonsingular distribution. Let us denote by €}* the vector
g: with the last element deleted. The density of this vector can be written as

1
f(e7) = 2n 2D |Q | 72 exp {‘f?‘ nge%”}

where 2, is the covariance matrix with the last row and column deleted.
e, ..., ept ~ NI0,8,,] Therefore the likelihood function is:

_1 n— m— —(n— 1 - m/ - m
L = (2r)" 2= Dim=1)1q 1= 1)/2€Xp{_§t226t legt}
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Now consider ML estimation of a system of m — 1 equations. Deleting the last equation
from (3.48) and (3.49) gives:

Yy = Bpa+ul” t=2,...,n (3.53)
u' = Quuiti+et t=2,...,n (3.54)

Where y;* and uj* are the vectors y; and u; with the last element deleted and B, and
Q@ are the parameter matrices B, (Q with the last row deleted. Since @, is not a square
matrix (it has order m — 1x m), the ML estimation procedure is not applicable to (3.53)
and (3.54). However, this difficulty can easily be remedied. Since ¢'u; = 0, we can rewrite
the stochastic difference equation (3.49) as:

Ul Qi1 —Qim - Qim—1—Qim Ult—1 1t

Umit Qm1 — Qmm - Qm,mfl — Qmm Um—1,t—1 Emt

or more compactly:
ur = Quit | + & t=2,...,n (3.55)

where Qij = Qij — Qim i=1,....,n, j=1,...,n—1. From (3.52) and (3.55)
= Q1 + Q2 + ... + Qm; = 0 and the computable system is then

y' = Bpxy+ult t=2,...,n

m 2 m m
’LLt == Qmutfl—f—&‘t t:2,...,n.

where Q,, is the Q with last row deleted can be estimated by ML procedure. Hence the
parameter matrices By,,Q., and (), have a unique ML estimate and using these estimates
we can obtain ML estimates of the full parameter matrices B, ) and 2. Two issues arise
to discuss:

(i) Invariance: Is the ML estimate of the parameter matrices, B, @ and ) the same
regardless of which equation is deleted? B
(ii) Identification: Can an ML estimate of Q be derived from that of ()7

Invariance: For the case () and B unrestricted Barten?? has shown that the ML estimate
of B is invariant to the equation deleted. Barten’s result also holds for the case where
@ = 0 and B is restricted and more when B and () are suitably restricted then the
estimation result is also invariant.

Identification: As was said before the matrix @Q,, always has a unique ML estimate.
Hence if there exist a unique nonsingular linear transformation of @Q,, into @, then Q
has a unique ML estimate, too. To derive Q given knowledge of Q,, we require prior
information. For example it is very often that certain elements of () are assumed to be
zero. For a matrix 3 x 3 it can be as

Quu 0 Qi3
0 Q2 Q3
Q31 0 0

We order the prior informations into linear restrictions associated with the elements of Q).

c=MQY (3.56)
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where ¢ is J x 1 known vector, M is J x m? matrix and Q" is the m? x 1 vector obtained
by stacking the columns of Q). Vector c¢ represent the knowledge of prior information. In
addition to the prior restriction (3.56) the model recquires the restriction (3.52). This is
expressed by m — 1 linearly independent equations

0=KQ" (3.57)

where (0) is a m —1 x 1 column of zeroes, K is known (m — 1) x m? matrix of rank m — 1.
Finaly, from (3.55) the elements of @), generate m — 1 linearly independent equations.

Qm =LQ" (3.58)

where QY, is the vector obtained by stacking the columns of Q,, and L is known (m —
1)? x m? matrix of rank (n — 1)2. Putting (3.56), (3.57) and (3.58) together we see that
the matrix @ is identified if and only if the system

0 K
dl Qi |=| r |@" =D
M M

can be uniquely solved for @QV. Thus the rank of D is m?. Since the matrix

(%)

has full row rank, the rank of M must be at least m? — [(m — 1) + (m — 1)?] = m. Simply
said the number of linearly independent prior restriction J has to be greater or equal to
the number of equations in the full model -m. The matrix @ is said to be underdefined
when J < m, just identified when J = m and overidentified when J > m [2].



Chapter 4

Applications

This chapter provides an application of the theory surveyed. I have divided it into three
parts. In the first part I will solve the basic model, which means that all details will
be explained in this chapter. Then, on the basis of various tests I will outline possible
misspecification of the basic model. In the last part I will solve a corrected model, where
the assumption of autocorrelated disturbances will be added. The aim of each model of
producer behavior is the computation of elasticities and their discussion. Therefore, this
will be done for both models and their intercomparison as well.

4.1 Translog Cost Function for the Paper Industry

In this section we will employ a nonhomothetic translog cost function (2.18) for modeling
the data of the Austrian paper industry. The classic cost function expresses the relation-
ship between prices of all inputs and total input costs. Nonhomothetic cost functions allow
the influence of the level of output. Our model of the paper industry states the hypothesis
that energy costs can be determined envisaged just by the prices of energy inputs and the
aggregated level of output [5].

Let me start with a brief introduction about the data. The observations describe the
development of the Austrian paper industry over the years 1972-1996. For our purposes
we need the price developement of energy inputs mostly used in paper industry. They
are: coal, oil, gas and electricity. On the other side we need energy inputs levels entering
the production process. They reflect the answer of producers on changes in prices. Since
we are involving the nonhomothetic cost function we also need the quantity of paper
produced. To ilustrate the observations for one given year are

where Y indicates quantity of paper produced, measured in 1000t; X., X,, X4, X, are

‘ Year Y X Xo Xg Xe Y28 Po DPg De
‘ 1990 || 2932 | 4079,7 | 5203,26 | 16765,3 | 5039,52 | 154,0 | 144,0 | 159,0 | 240,0

observations of the energy inputs, given in TJ (initials ¢, o, g, e indicate energy inputs
as follow: coal, oil, gas, electricity) and p¢, po, pg, Pe are prices for corresponding energy
inputs, given in Austrian Shillings/Mwh. Note that observations of quantities are in
aggregated form, i.e. the quantity of paper produced is amount of paper produced by all
Austrian producers of paper. Related to the energy input quantities, aggregated means
the sum of the particular energy input over all Austrian producers. Due to this issue we

33
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state the next hypothesis, that the cost function describes not only the behavior of the
particular producer, but could be generalized to the whole industry branch. Simply said,
the response of all producers on price development is more or less the same. The whole
data set is available in the appendix, where energy inputs prices are recalculated to the
Austrian Shillings/TJ as they are used in this thesis.

The nonhomothetic translog cost function of the paper industry corresponding with
(2.18) is written as

4 4 4
1
InC(p,y) = v+ywlhy+ Z’yilnpi + 3 ZZ’m Inp;Inp; +
i=1 i=1j=1
1 1
+Z'yiylnp¢lny—|—§7yylnylny (4.1)
i=1
where symmetry restrictions are imposed (v;; = 7;i), for all ¢, j = 1,...,4. For simplicity

we state that numbers 1, 2, 3, 4 indicate the four energy inputs c, o, g, e, in the same order.
One could of course estimate the translog cost function (4.1) directly, but gains in efficiency
can be realized by estimating the optimal, cost-minimizing input demand equations [1].
Employing Shephard’s lemma (2.13), i.e. deriving the cost function (4.1) with respect to
Inp = (Inpe, Inp,, Inpy, Inpe)’
olnC o Pi oC o pz‘Xi
alnpi N aapz N C

we derive the corresponding system of four input cost shares equations

=5, i=1,2,3,4=c¢,0,9,¢€

Se = Vet Yeelnpe + Yoo INPo + Yeg Inpg + Yee Inpe + Yy Iny

So = Yo+ YocINPe + Yoo I Po + Yog IN Py + Yoe In pe + Yoy Iny
Sy = g+ YeeInpe + Yo I po + Ygg NPy + Yge INPe + Y4y Iny
Se = Ye+Yeelnpe+ YeoIN Do 4 Veg NPy 4 Vee INPe + Yoy Iny.

(4.2)

In language of econometric methods S’s are endogenous variables, i.e explainable by the
model and the logarithm of input prices and of output are exogenous variables. ~’s are
parameters to be estimated. Since the cost function is assumed to be well behaved, we
have to impose the restrictions (2.20). Rewriting for our example, homogeneity of degree
zero in prices and cost exhaustion restrictions (compare with section 2.4.2) are as
YetYot+Vgt+re = 1
Yee + Yeo + Yeg + Yee
Yoc + Yoo + Yog + Yoe
Yge T Ygo T Ygg T Yge
Yec + Yeo + Veg + Yee
Yey + Yoy + Yoy + Yey =

I
o o o o o

(4.3)

This model will be the main object of the following investigation. To provide an accom-
plished model means searching for the levels of parameters, optimal values of the statistical
inference measures and measures of fit. There does not exist any prescription for obtaing
such perfect model and you can never say that some model is the best one. Nonetheless,
the rest of my thesis is dealing with this, say basic model and afterwards with a respecified
model, or say, corrected model.
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4.1.1 Methods

In this section the methods for estimating the basic model will be described. To implement
the share equation system (4.2) empirically, it is necessary to specify a stochastic frame-
work. We add to each equation a random disturbance term, to express theoretical error
of regression. We indicate it by u; where (i = ¢, 0, g,€) depending on equation. Here it is
assumed that the random disturbance vector u’ = (uc, o, ug, u) is multivariate normally
distributed with mean vector zero and constant covariance matrix ¥ (3.28). Rationale for
stochastic specification could be that there exist some informations, which are known to
producers, but are unobservable for econometricians [1].

Since the sum of the cost shares is equal to one, Y%, S; = 1, the system (4.2) is singular.
Thus one equation could be expressed as linear combination of remaining ones. With help
of the homogeneity restriction (4.3) and symmetry we can delete one arbitrary equation
from the system (4.2) without loss of any parameter of the deleted equation. For instance,
we consider to delete the electricity equation, thus parameters associated with electricity
equation could be calculated like

Ye = 1—=%%—7%—"
Yee = —Yec = Yeo = Veg
Yoe = —Yoc — Yoo — Yog
Yge = ~Yge — VYgo — Vgg
Yey = —Yey — Yoy — Vgy
Yee = Yeet Yoo+ Vgg + 2(Yeo + Veg + Yog)

and the model with one equation deleted is then

Se = Ye + Yee ln(pc/pe) + Yeo ln(po/pe) + Veg ln(pg/pe) + Vey Iny
So = Yo + Yoc ln(pc/pe) + Yoo ln(po/pe) + Yog ln(pg/pe) + Yoy Iny
Sg =Ygt Vg ln<pc/pe> + Yg0 ln(po/pe> + Vg9 ln(pg/pe> + Ygy In Yy

(4.4)

The stacked system (4.4) consists of the 15 parameters to be estimated but imposing
the 3 symmetry restrictions (y;; = 7;;) we reduce the number of unknown parameters to
12.

The discussion about singularity of the system (4.2) we have to extend into stochastic
specification as well. For each observation the sum of the disturbances across equations
must always equal to zero. This implies that the disturbance covariance matrix X is
nondiagonal and singular [1]. To avoid this complication we will search for a methodology
where singular > could be replaced with ¥;. Subscript ¢ means that original covariance
matrix has ¢th row and ¢th column deleted. The indicator ¢ is corresponding with deleted
equation in stacked system (in this case - e).

Finally, there remains the question of possible estimation methods, which cover the
above to the considerations. We will refer to the section 3.1.3, where seemingly unrelated
regression is explained. First, we have to decide about the technique and define the system
for software packages. One could apply the restrictions (symmetry and homogeneity ones)
directly to the model. Then there exist two approaches usually applied to such restricted
singular systems (4.2) and (4.3). They are in principle the same and under some specific
conditions they yield the same results, and both allow for the possibility of cross correlation
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among the disturbances in different equations of the stacked system. The first is known
as feasible GLS, which uses the seemingly unrelated regression technique. The identified
structural equations are first estimated by two-stage least squares (2SLS), what is a single
equation estimator, i.e each equation in system is estimated as single equation. The
resultant residuals are then used to estimate the disturbance covariance matrix, which
is then used to estimate all identified structural parameters jointly [6]. The second is
the maximum likelihood (ML) technique, see section 3.1.2, which is suitable for direct
constrained, singular system, such as the translog demand system. The ML estimator,
when a constrained system is being considered, is known as full information maximum
likelihood estimator (FIML). If the estimation process of 3SLS is iterated rather then
stopped at the third stage, the estimates converge on the FIML estimates of the structural
model. The first of these techniques is used by Limdep7.0 and Eviews as well. The second,
FIML technique is available only in Limdep. However, the results are more or less the
same, thus we will indicate it like ML/SURE.

The second possibility is, first to define our system nonrestricted, with restrictions added
afterwards. For system (4.4) it gives following specification

Se = Ye + Yee N pe + Yoo Inpy + Yeg lnpg + Yee Inpe + Yey Iny
Yo + Yoe N pe + Yoo In po + Yog lnpg + Yoe In pe + Yoy Iny
Yg + Yge Inp. + Ygo Inp, + Yag lnpg + Yge Inp. + Yy Iny

SR
[

(4.5)

where symmetry restriction imposed are vo4 = Vg0, Yoe = Veor Vge = Veg and homogeneity
of degree zero in input prices are

Yee = —Yeec = Yeo = Teg
Yoe = —Yoc = Yoo — Yog
Yge = —Tgec T Ygo — Vgg

The methodology used is restricted GLS, which utilizes the seemingly unrelated regression
too. We will indicate it RGLS/SURE. This procedure is computed using the restricted
least squares formula (see 3.31), after the unrestricted estimates are obtained. Therefore,
the RGLS estimator is a function of the unrestricted estimator, not an iterative estimator
in its own right. Thus we do not regard it as ML estimator even it is allowed to iterate to
convergence [8].

One interesting issue arises, whether the parameter estimates are invariant to the choice
of which equation is deleted. If such invariance were lacking, it would be a trouble fea-
ture, since it is imposible to estimate without deleting. Fortunately, if ML/SURE or
RGLS/SURE is implemented to the arbitrarily stacked system, all parameter estimates,
log-likehood values and standard errors will be invariant to the choice of which 3 equations
of the system (4.2) is being considered [1]. The proof of this statement is based first on the
linearity of imposed restrictions and second on the linear dependency of the whole system
(4.2). With respect to this I will present in the next section estimation results. Note, that
the stacked system could be obtained by deleting an arbitrary equation, just rearranging
depends on the equation deleted.

4.1.2 Results

This section offers an overview of the estimation results and discussion about them. Table
4.1 gives the estimated values of the parameters of model (4.4) estimated by iterative
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SURE in Eviews-software, but as was noted before, gives the same results as ML/SURE.
What I present is provided by Limdep 7.0-software.
Note, that the number of degrees of freedom is observations minus regressors (parameters

Coefficient | Sdt.Error | t-Statistic | Prob.
Yo || 0.129645 | 0.090399 | 1.434140 | 0.1565
Yo 1.732435 | 0.165644 | 10.45876 | 0.0000
g || 0.187264 | 0.253560 | 0.138539 | 0.4629
e || —1.049222 | 0.274023 | —3.828957 | 0.0003
Aee || 0.115533 | 0.029479 | 3.919155 | 0.0002
Yeo || 0.010204 | 0.017169 | 0.594315 | 0.5544
Yeg || —0.073470 | 0.014696 | —4.999410 | 0.0000
Yee || —0.052232 | 0.019708 | —2.650242 | 0.0102
Yoo || 0.182044 | 0.036426 | 4.997685 | 0.0000
Yog || —0.105669 | 0.028741 | —3.676557 | 0.0005
Yoe || —0.086588 | 0.017584 | —4.924207 | 0.0000
Vg9 || 0.202601 | 0.036703 | 5.0519981 | 0.0000
Yge || —0.023497 | 0.033188 | —0.707996 | 0.4816
Jee || 0.162270 | 0.039231 | 4.136263 | 0.0001
Yey || 0.004329 | 0.010239 | 0.422799 | 0.6739
Yoy || —0.181200 | 0.022003 | —8.235187 | 0.0000
Ygy || 0.029515 | 0.033701 | 0.875790 | 0.3845
ey || 0.147351 | 0.036599 | 4.026040 | 0.0002

Table 4.1: Estimated parameters with ML/SURE, 13 degrees of freedom

to be estimated). Let us discuss the results. The intercepts are positive, in the case of
electricity negative. This terms stay in the cost function attached the logarithms of prices.
Coefficients ~;; are all positive, it reflects that increasing in prices means increasing in the
respective cost share. The influence of an increase of production on energy cost shares are
shown by the v;,’s. Corresponding to this, the only cost share of oil inputs is decreasing
when output grows, at constant prices. The values of v;; reflect the response of energy
input cost share ¢ to a proportional changes in price of the jth input.

Visual inspection of the next table, table 4.2 we can compare ML/SURE with the
RGLS/SURE method. This estimation was provided by Limdep 7.0. The small difference
is given by different internal process, as was noted before. The degrees of freedom are now
observations minus number of parameters in particular equation, i.e. 6. Note, that the
changes are only in decimal places, not in the number sign.

The important statistics of the estimated parameter is the value of t-statistics (see 3.40)
and the corresponding probability. The large values of the test statistics will reject the
hypothesis that parameter is equal to zero. We can state the hypothesis for all parameters
to be simultan equal to zero. To this hypothesis underline the F-statistics (3.41) and was
rejected for both models, on the 5% significance level.

Table 4.3 reports about the quality of the fitted model. Expressions for R?, respectively
R?, see expression (3.11), resp.(3.12). The measure R? is a generalized R? measure and
indicates the proportion of the generalized variance in left-hand-side variables explained
by variation in the right-hand-side variables in the system of equations, and is computed
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Coefficient Sdt.Error t-Statistic | Prob.
e 0.1596597132 0.082824752 1.928 0.0539
Yo 1.730680812 0.16355457 10.582 | 0.0000
o7 0.1783862552 0.19501522 0.915 0.3603
e —1.068726781 0.21833495 —4.895 | 0.0000
Vee 0.1371074717 0.025720977 5.331 0.0000
Aeo || 0.009691637783 | 0.015915150 0.609 0.5426
Yeg || —0.08051970762 | 0.013382888 —6.017 | 0.0000
Hee || —0.06627940187 | 0.017298199 —3.832 | 0.0001
Yoo 0.1823785448 0.035475528 5.141 0.0000
Yog || —0.1058429481 | 0.027286504 -3.879 | 0.0001
Yoe || —0.08622723448 | 0.017054971 —5.056 | 0.0000
Yag 0.2043803673 0.02933551 6.967 0.0000
Yge || —0.01801771162 | 0.025122724 —0.717 ]0.4733
Yee 0.1705243480 0.03198216 5.332 0.0000
Yey || 0.003446080603 | 0.0094966465 0.363 0.7167
Yoy || —0.1810461684 | 0.021715289 —8.337 | 0.0000
Yy || 0.02951683889 | 0.025858540 1.141 0.2537
Yey 0.1480832489 0.029295766 5.055 0.0000

Table 4.2: Estimated parameters with restricted GLS/SURE, 19 degrees of freedom, for
every particular equation

as follows [1]:

R? =

|E'E|

(8= 8)y(s =9

where F is the n x 3 matrix of residuals of the stacked system, S is the n x 3 matrix of
observations of corresponding energy cost shares and S is the n x 3 matrix, where columns
are corresponding sample means.

(4.6)

Restricted GLS/SURE Iterative SURE or ML/SURE
Se So Sy Se Se So Sy Se
R? | 0.521305 | 0.943594 | 0.449028 | 0.621635 || 0.547901 | 0.943591 | 0.443095 | 0.628363
R?| 0.39533 | 0.92875 | 0.30403 | 0.52206 || 0.457481 | 0.932309 | 0.331714 | 0.554036
R? 0.981954643 0.9822

Table 4.3: Measures of goodness of fit

The reason, why also R? is reported, is because R? of particular equations are not

appropriate for estimating a system. In single equation we try to minimize the ¢’e and thus
maximize the value R?, resp. R?. But system estimation does not necessarily minimize the
RSS. For example ML estimator minimizes the determinant of the residual cross-product
matrix |E'E|. Notice that since ML estimator minimizes |E’E|, then also maximizes R2,
(4.6) [1].

As I have said before, the main purpose of the econometric modelling is to provide some
model of producer behaviour and report about parameters and measures like substitution
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elasticities, technical changes and economics of scales in translog cost function.
The Hicks-Allen partial elasticities of substitution between inputs ¢ and j for a general
dual cost function C having n inputs are computed as
_C.Cy
yene

Ul'j (47)
where the i, j subscripts refer to first and second partial derivatives of the cost function C
with respect to inputs prices p;, p; [1]. It is possible to show that expression (4.7) is in fact
substitution elasticity (2.7) applied to the cost function. For our translog cost function
(4.1) these elasticities turn out to be

Yij + 5:S; .. . .
o = —— ,7=1,...,n, but N
“ SiS;
162 _ g
i ﬂﬂ%&—i, i=1,...,n (4.8)

7

If one wants to express price relationship d1ln X;/01n p;, when output quantity and all
other input prices are fixed, i.e price elasticity could be done by calculating €;; = S;0;.
As in the substitution elasticity case, this concept for the translog cost function appears
as

Yij + SiSj

6 = WL ig=ln but i#j
T
L1682 g
€ = ﬂigk—i, i=1,....n. (4.9)
A

Several important comments should be made concerning these elasticities. Parameter
estimates and fitted shares can replace the theoretical v’s and real observations S’s when
computing estimates of the o;; and ¢;;. This implies that the estimated elasticities will
vary across obsevations and that estimated elasticities have thus stochastic distribution.
In praxis we can calculate some unique elasticity value, which is representative over time.
Therefore we substitute for the fitted S; the average value of this fitted column. The tables
4.4 and 4.5 offers the overview of the computed substitution, resp. price elasticities based
on the ML/SURE translog parameter estimates. On the basis of these outputs we can

Occ Oco Ocg Oce Ooo

10.031409 | 1.6564772 | —1.662019 | —1.334088 | 0.204367

Oog Ooe Ogg Oge Oce

—0.223291 | —0.236287 | —0.232355 | 0.810567 | —0.539801

Table 4.4: Survey of the estimated substitution elasticities

say that pairs coal and oil, and gas and electricity are substitutable energy inputs (where
the values of o are positive) and other pairs are complements (i.e. since the share of oil
increase, the share of electricity decrease). The value of 4, is inappropriatelly high. I could
be caused by the very low level of coal cost share in general. Concerning price elasticities,
let us discuss the value of €g4.. It seems that if the price of electricity increases then the
value of gas cost shares increase. Price elasticities give the response of the cost shares to
the changes in prices of energy comodities. Note, that even they are not symmetric the
signs stay the same. Thus we can say that the response of the ith, resp. jth inputs to the
price change of jth, resp. ith energy input is qualitatively the same.
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‘ €ij H coal oil ‘ gas ‘ electricity ‘
coal 0.707852 | 0.365458 | —0.650061 | —0.423081
oil 0.116767 | 0.045135 | —0.087335 | —0.074934
gas —0.117278 | —0.049314 | —0.090880 | 0.257056

electricity || —0.094138 | —0.052184 | 0.317035 | —0.171188

Table 4.5: Survey of the estimated price elasticities

4.1.3 Estimating the Cost Function

The original cost function (4.1) is in general nonhomothetic cost form. This formula
implies that returns to scale, represented by 7, and v,y are not constrained a priory. See
section 2.1, where concept of RTS is explained. As has been shown by Giora Hanoch [1],
returns to scale p are computed as the inverse of the elasticity of costs with respect to

output.
1 _ 0lnC

€cy Cy = Olny

€Cy
Involving this into our translog cost function context we write

€Cy = Yy T Vey Inp. + Yoy Inp, + Yy lnpg + Yey Inp. + Yyy Iny

By estimating the stacked system (4.4), rather than directly the translog cost function
(4.1) we loose 7, and ~,,, because they disappear by the derivation process. But previous
formula requires them. One possible way could be estimating the stacked system together
with the general cost specification, of course appropriately restricted. As in the case of the
stacked system (4.4), the ML estimator even as iterative SURE procedure are invariant to
the equation deleted, since the translog cost function is linear in paramenters as well as
the restrictions. Note that involving the symmetry, homogeneity of degree one and cost
exhaustion restrictions (4.3) the original cost function (4.1) has to be rearranged as

In(C/pe) = Y0 +Yeln(pe/pe) + Yoln(po/pe) + Vg In(pg/pe) + vy Iny

+Yeo IN(Pe/Pe) IN(Po/Pe) + Veg In(pe/Pe) In(Dg/Pe) + Yog I(Po/Pe) In(py/pe)
5 e/ pe)]? + ool ))? + 230 (p/p0)]?

1
+Yey I(pe/pe) Iy + Yo In(po/pe) Iy + gy In(py/pe) Iny + §’Yyy (In 9)2-

in practise we deal with the stacked system, where the electricity equation is deleted. The
results of this system are very close to those which have been provided before with the
singular system. A reason could be that the system is relatively well estimated already
by the share system alone. Thus for saving the paper and energy, it is enough to write
down the three remaining paramters vy = 35.80502103, v, = —6.820591605 and vy, =
0.909030075. The -, gives the response of the cost flexibility to the proportional changes
in the level of output. Since the number positive is the cost function is convex in the level
of output. The g is the constant of integration. The computed values of the return to

scale and ecy are as follows
w=2.914539 and ec, = 0.343107.

There was not enough time to discuss this result with my supervisor, but in my opinion
and corresponding with the RTS concept by production function, the p reflects the degree
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to which a proportional incerase in output increase costs. Since the value is positive, our
cost function refer to the increasing RTS.

4.2 Testing

In this section the possible misspecifications of the well behaved basic model, estimated
with the ML/SURE, will be investigated and tested. In modelling of producer behaviour
we meet two different concepts. The imaginations of economists about producer behaviour
are on one side, and the underlying theoretical statements of econometricians about fitting
the model on the other side. Thus the researchers, who are modelling microeconomic data,
are looking for possible explanation of non rational behaviour or to develop such analytical
tools which better describe the real behaviour.

4.2.1 Testing the Constraints

Microeconomic theory imposes that the well behaved cost function has to be homogenous
fo degree one in input prices and has to fulfil symmetry restrictions, (compare with the
section 2.4.2). This assumptions are converted in our energy-cost function case into well
known restrictions (4.3). The question which has to be answered in this section is whether
the restrictions describe the real situation among paper producers.

The rejection of the hypothesis of existing restrictions, means for econometricians that
we can proceed by rearranging the model and fitting it again, till we obtain the best
results as possible. But from microeconomic point of view it means that the producers
do not behave rational and rearranging is not a possible way because it is not any more
explainable by tools of microeconomic theory.

We will test the relevance of restrictions in the obvious way, with help of the section
(3.2.2), where basic tests for restrictions are described. The basic methodology is to
provide the estimation of unrestricted system and then test the restrictions in unrestricted
system. Testing the homogeneity restrictions and symmetry restrictions at the same time,
we will obtain Wald statistic (W) value and likelihood ratio (LR), both statistics are
naturally invariant with equation deleted. The values are:

W =30.6624  LR=22763  >12.582= X2

Both values have x2(q) distribution, where ¢ is the number of restrictions, in our case 6.
Three symmetry restrictions and three for homogeneity restrictions. The values give an
answer to our question. The restrictions in the model are rejected by the data. Contrary
to earlier studies, rationality does not seem to dominate in the paper industry.

4.2.2 Recursive Estimates

Recursive estimation is a comfort procedure utilizing proceeding time, since time gives
an unique ordering of the data [6]. The aim of this acces is to give a statements about
parameter constancy or its reverse across the time. Our model in time schedule may be
written

Set = Vet Yee In(Pet/Pet) + Veo (Dot [Pet) + Veg I(Dgt/Pet) + Yoy MYt + vet
Sot = Yo+ Yoc ln(pct/pet) + Yoo ln(pot/pet) + Yog ln(pgt/pet) + Yoy In Yt + Uot
Sgt '79 + Vgc ln(pct/pet) + ’Ygo ln(pot/pet) + ’Ygg ln(pgt/pet) + 7gy hl Yt + Ugty
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where t = 1,...,n. Subscript ¢t indicate the tth observation of the variables. The idea
behind recursive estimates is very simple: Fit the model to the first r observations. Next
use the first  + 1 data points and compute all coefficients again and then again till the
endpoint of the sample. This process generate in our case row vectors of v’s. First possible
estimation I have provided with observations till year 1986, thus in this case r = 14. The
standard errors of the various coeflicients may be computed at each stage of the recursion,
exept the case when r = k, where k is number of regressors since the fit is in this case
perfect (RSS = 0). However most computer programs doing this estimation in some
time point ¢ > k. Graphs showing the evolution of each coefficient plus and minus two
standards errors can be prepared. Visual inspection of this graphs could give the incentive
of possible inconstancy of parameters. As data are added, graph may sometimes display
some vertical movements. Such movements reflect the instability of parameters.

Since in our system appear 18 various parameters and more or less they reflect some
instabilities, but gain in such investigation can give also recursive shares values, where
recursive estimated parameters are gradually substituted. Graphs of recursive cost shares
are available in appendix. Visual inspection of them show that cost shares of coal and oil
are relative stable in proceeding time, and a narrow, nonchanging band of statistical error
assure that the parameters estimated there are stable too. Another consideration gives the
view of the last two energy inputs shares. In both cases we can see that around year 1993
the standard error band became wider. This can have several explanation. What is most
plausible is that the last four observations, were added to the previous data set ex post and
were taken from another source, than the previous 21 observations. Therefore the new
data probably do not fit to the microeconomic framework and create a distortion, which
is also reflected in relative small values of R? of this equations. Nonetheless the cutting
out of the last four observations means less observations and less degrees of freedom in a
model as a whole.

4.2.3 One-Step Ahead Prediction Errors

The next approach works on the basis of recursive estimation. By using all data up to
and including period ¢ — 1, the one step ahead prediction of ¥, i.e endogenous variable, is
X;3¢—1. The one step ahead prediction error is thus [6]

;A
VUt = Yt — Xt/@tfl

The only difference in comparing with residuals is that the difference between observed
and estimated value is computed with parameters obtained in previous step of regression.
Since the vector is obtained in recursive way, it is also referred to as recursive residuals.

Again we have to implement it into our system frame. Since we have four equations,
we will obtain four vectors of one-step ahead prediction errors. In practical examples it is
obvious to plot this vector together with plus or minus twice with recursively estimated
standard errors. This estimated standard errors are obtained from first ¢ — 1 observations.
We will start this procedure in year 1987, thus starting vector 8 will be estimated with
1972-1986 sample. Residuals lying outside the standard error bands are suggestive of
parameter inconstancy [6]. Looking on our four plots (available in the appendix) is clear
that again the last two equations, i.e. gas and electricity, do not fulfil our expectations
and stress that the observations after 1993 are not in conformity with the rest of the
estimation, at least.

One question of interest arises, we deal here with the system, not with the particular
equation, thus we cannot neglect whatever happens in one equation without disturbing
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another ones. Therefore we have to consider about a measure which will generalize this
procedure to a system specification.

4.2.4 Chow Test for Constancy of Parameters

The following test belongs to the class of tests which search for statement about constancy
of parameters outside of the sample set, i.e if it is possible to generalize the validity of the
model. In this chapter we have had many possibilities to affirm the statement that our
basic model (4.2) and corresponding restrictions (4.3) are not appropriate in each case.

The Chow test for constancy of parameters is also referred as test for predictive
accuracy. This test is based on calculating of the vector of prediction errors d and can
be decomposed into several steps.

(i) Divide the sample set into two parts, where first n; observations will provide the
estimation and last ny observations will be after estimation utilized for testing. In
our case the ratio nj/ng is 21/4. The reason is quite simple, as was noted before,
the last four observations were added later and we will monitor the constancy of
parameters in these ex post observations. I suppose you probably guess the result.
Subscripts 1,resp. 2 we will use corresponding with nj, or ny sample set.

(ii) Estimate the OLS vector from the first n; observations, obtaining

B = (X(X1) ' X]y1

is the primary estimation.
(iii) Use B; to obtain a prediction of the y2 vector, namely,

y2 = Xof
(iv) Obtain the vector of prediction errors and analyze its sampling distribution under
the null hypothesis of parameter constancy. The vector of prediction errors is
d=y;— 2 =y2 — Xof"

In search for the sampling distribution, we assume that £(uu’) = oI, holds for both data
sets. Thus E(d) = 0 and it may be shown, see [6] that the variance-covariance matrix for
dis

var(d) = 0?[In, + X2(X[X1) 'XY)
Therefore, under the hypothesis of parameter constancy we use following test statistic

d'[Ln, + Xo(X)X1) ' X5] " 'd/no

F =
e’lel/(nl — k‘)

~ F(n2,n1 — k)

Large values of this F statistic would reject the hypothesis that the same 3 vector applies
within and outside the the estimation data (compare with [6]).

Note, that this test is defined for single equation specification, thus we will compute
the upper F test for each equation. The estimated Bl will be obtained from ML/SURE
estimation of our system. The table 4.6 gives the values of Chow F-test in each share
equation. Since the values of test statictic are rather big in case of the gas and electricity
equation, we reject the hypothesis, that paramters in this equations are constant outside
the sample. As obvious we encounter the problem of system estimation. In system of
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S. S, S, S.
F-test || 0.465531 | 0.516173 | 8.419764 | 36.99304

Table 4.6: Values of the Chow I test

demand equations all elements have the unique irrecoverable place which is given by the
underlying microeconomic theory. Thus, we can not remove some elements without dis-
turbing other ones. Concerned with this test we can say that parameters estimated have
general validity for coal and oil equations, but for the remaining two not. It does not
mean, that we can throw out gas and electricity equation. Doing it we would loose our
starting hypothesis, that energy costs are explainable by all energy inputs and the level
of output. Simply said, the failure of constancy of the models, does not mean that the
model is notappropriate in general.

This methodology, and also some of the previous ones challenge the exploration of tests,
which are applicable to system specification.

4.3 Estimating with Vector Autocorrelation

The purpose of econometric modelling of producer behaviour is not to support the under-
lying theory by the real situation in production sphere, but to show with the analytical or
econometric tools the comparison with actual behaviour of real producers. In this section
we will solve the basic model (4.2) by adding the assumption of autocorrrelated distur-
bances. First, we will search for a possible method, which allows to compute the system of
factor demands with vector of autocorrelated disturbances. Second, we will introduce the
results and the last task will be providing a comparison with previous results. Since the
basic model has been changed, one important question arises, if respecifying better reflects
the real situation of paper producers. Hopefully, this part gives a reasonable answer.

4.3.1 Methods

We turn now our attention to empirical implementation of the autocorrelated disturbances
assumption (3.49) into basic model (4.2). First, note that we have reason to assume its
relevance. For testing the hypothesis of zero autocorrelation against the alternative of
positive first-order autocorrelation (see paragraph 3.2.3) we use lover d; and upper dy
bounds of the Durbin-Watson test statistic tabulated. The table 4.7 gives the values of df,
and dy for 25 numbers of observation and 4 regressors in the case of ML /SURE regression
and for 25 observations and 5 regressors what is the case of restricted GLS/SURE, where
the parameters are ez-post restricted. Note that the number of regressors is excluding
intercept. The number of regressors is after excluding the intercepts. Comparing the

observations dy, dy
25,4 regressors || 1.038 | 1.767
25,5 regressors || 0.953 | 1.886

Table 4.7: Critical bounds of the Durbin-Watson test statistic

critical bounds of the DW test statistic for a particular share equation, 4.8,
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equation | DW in ML/SURE | DW in RGLS/SURE
Se 1.932 1.9031
So 1.575 1.5754
Sy 0.422 0.4252
Se 0.298 0.2978

Table 4.8: Survey of the DW values for particular equations

we can say that at least in two cases (Sy and Se) the value of DW statistic is much
smaller than d, not rejecting the existence of positive autocorrelation in disturbance terms.
This statement might us affirm the residual graphs of S,, S, and Se, which are available in
appendix. Comparing the graphs of electricity and gas equation with oil equation we can
observe the difference. The rational for such behavior can be explained by small flexibility
of producers when there happen unexpected changes in prices or technologies. They are
not prepared to respond immediately, they need time to decide. DW of coal share equation
rejects the hypothesis about AR(1) and by oil equation the test is inconclusive, because
the value is between dj, and dy;.

Supported by this investigation we can say that the basic model does not cover the

whole problem because we neglect that disturbances follow an AR(1) process. We will
proceed in the same way like in paragraph (3.3). Suppose that our model

Set = Vet YeeINPet + Yeo I Pot + Veg I Pyt + Yee In Pet + ey I pys + uet
Sot = Yo+ YoecINPet + Yoo I Pot + Yog I Pyt + Yoe INPet + Yoy IN Dyt + ot
Sgt = Ve + YgeInDet + Vg0 In ot + Vg In Pyt + Vge I per + gy In pyr + g
Set = Vet Yee I Pet + Yeo InPot + Veg IN Pgt + Vee I Pet + Yey In pyr + ter,
(4.10)
has autocorrelated vector of disturbances u;
Uct = Qeclict—1 + Ect
Uot = Qoolot—1 + Ect
Ugt = Qgqllgt—1 + Ect
Uet = Qeellet—1 + Ect
(4.11)

where t = 2,...,25. Note that () is assumed to be diagonal

Qe 0 0 0

| 0 Qe 0 0
=1 0 0 Qp o0
0 0 0 Qe

and cross correlation relationships do not occur as they do not have any practical expla-
nation. As was discussed before Q.. is zero too. The sum of the cost shares has to be
one, that is in fact adding up condition (3.50). This condition says that the system (4.10,
4.11) is singular and with constraints for parameters

70+’Yo+79+76:1
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Yee + Yo + Yge + Yee = 0
Yeo + Yoo + Vgo + Yeo = 0
Yeg T Yog + Vgg T Yeg =0
Yee + Yoe + Yge + Yee =0
Yey + Yoy + Ygy + Yey =0

and for u;
Ju; =0 /ey =0 and Q=K

where u; and ¢; are corresponding vectors of the system (4.11). The last condition is very
strong and for our assumption (4.11) it gives

Qcc = Qoo = Qgg = Qee = k,

where k is an unknown constant. This constraint is too restrictive because of various
values of DW in particular equations. Therefore it could create greater distortion than
neglecting the autocorrelated disturbances at all. But estimation of the model (4.10, 4.11)
where diagonal elements of () are not equal, is not invariant to the equation deleted. So
we will have four different results, one for each deleted equation. We wonder whether such
result can improve our basic model.

We will attempt to estimate the autocorrelated model. In fact there are two possibilities.
First is to let the ML procedure run without deleting any equation. Since the diagonal
elements are assumed not to be equal, system is not singular any more. But problematic
issue is that computer packages do not recognize such small “nonsingularity” and there
does not exist any tool to force,to compute with near singular matrix.

One interesting idea, introduced by Cochrane-Orcutt as iterative estimation pro-
cedure could be employed to our estimation. First, let us reformulate our system to
clarify Cochrane-Orcutt procedure. We will take the stacked system where coal equation
is deleted, since in this equation the existence of autocorrelated disturbances could be
neglected. The system may be written in unrestricted form

So = Yo+ YoeInpe + Yoo Inpo + Yog lnpg + Yoe Inpe + Yoy Iny
Sg = g+ Vg Inp. + Ygo Inp, + Ygg lnpg + Yge Inp,. + Yy Iny
Se = Ye+ YecINpe + Yeo Inp, + Veg lnpg + Yee Inpe + Vey Iny

(4.12)

where symmetry restriction imposed are voq = Vg0, Yoe = Veor Vge = Yeg and homogeneity
of degree zero in input prices are

Yoc = —Yoo — Yog — Yoe
Yge =  “Yog — Ygg — Vge
Yec = —Yoe — Vge — Vee

This notation will help us to understand, how the iterative estimation procedure works.
Now, taking the arbitrary equation from the stacked system (4.12) with assumed autocor-
related disturbances we have

Sit = Yi + Yie NPt + Yio N Dot + Yig NPyt + Yie INDer + Yiy In Yz + wis
and wit = Qiilit—1 + €t
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The nature of this restriction may be seen by rewriting in following form

Sit = %1 = Qi) + Yielnper + ... + Yie Inper + iy Inyg
—Qii(Vielnper—1 + ...+ Yienper—1 + iy Inye—1) + QiiSit—1 + €t
where t = 2,...,25, in both expressions. However, this expression is nonlinear in param-
eters, therefore nonlinear least squares is required. But in order to stay in the same, say

dimension or compatibility with previous estimations, we will proceed not in this direction.
Rearranging the previous formulation as

(Sit — QiiSit—1) = (1 — Qi) + Yie(lnper — Qiilnpes—1) + ... + Vie(Inper — Qi Inper—1)

+Yiy(Inye — Qi Inyi—1) + €t (4.13)
or equivalently
(Sit =i — Yielnper — ... — Yie Inper + YiyIny,) =
Qii(Sit—1 — YieInpet—1 — ... — YieInpet—1 — Viy Inyr—1) + €it (4.14)
where again t = 2,...,25 and i could be arbitrary subscript of a (o, g,e) set. Cochran-

Orcutt procedure is based on a simple consideration. If Q);; were known in equation (4.13),
the +’s could be estimated by an OLS regression and conversely, if the 7’s were known
in equation (4.14), the @Q;; could be estimated by an OLS procedure. Therefore we need
just a start guess of Qzlz and iterative procedure can start. The iterations continue until a
satisfactory degree of convergence is reached. Note that we will loose the first observation
due to a lagged expression. We will use this procedure, to estimate parameter system
(4.12) where the homogeneity and symmetry restrictions are imposed. Results, obtained
with help of Limdep 7.0 software are presented in the next section.

4.3.2 Results

Before I outline some smart tables with estimation results, I would like to discuss my ideas
concerning the autocorrelation in equation system of paper producers. The autocorrelation
coefficients have sense just in three equations (oil, gas, electricity). Thus, I decided to
estimate just this system, with the adding up assumption of autocorrelated disturbances.
The econometric tool was, as just explained, iterative (Cochran-Orcutt) procedure applied
to a system specification. After it, «’s for deleted coal equation have been computed from
homogeneity restriction patterns (4.3). This could be done under the strict assumption,
that homogeneity is valid over the whole sample. The values of Wald and Likelihood
ratio tests (see section 4.2.1) are not encouraging though. However, the main reason
was, that in coal equation we can freely neglect the autocorrelation assumption, because
the equation does not require it. And the second reason, as was noted before, various
values of autocorrelated coefficients make the system not invariant to the equation deleted.
The restricted model (4.12) with the appropriate equations of autocorrelated disturbances
(4.11) we will refer to as corrected model.

After this introduction we can turn our attention to the discussion of the results. Note
that the iterative procedure could be stopped after first iteration of Cochrane-Orcutt
procedure. Naturally the results with converged procedure are even better, thus I will
state just them. Limdep-software use as the first guess of autocorrelated coefficient the
value

_ DW;
2

Q=1
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where DW; is the Durbin-Watson statistic computed using the single equation OLS resid-
uals [8]. Table 4.9 offers the starting values of the autocorrelation coefficients.

So
L 10.2105

0

S!J
0.4317

Se
0.6195

Table 4.9: Starting values of autocorrelation coefficients

Finally, we can view the estimated parameters. In the table 4.10 some statistical in-
formations are missing. They are associated with the parameters of the deleted equation
and thus they have no underlying statistical results.

I think the first question is eliminating the problem of autocorrelation. The table 4.11

Coefficient Sdt.Error | t-Statistic | Prob.
e || 0.027298361
Yo 1.835653728 | 0.17696322 10.373 | 0.0000
g || 0.195866252 | 0.25349267 0.773 0.4397
e || —1.058818341 | 0.31208749 —3.393 | 0.0007
Fee || 0.11430377
Yeo || 0.006303849 | 0.021640664 0.291 0.7708
Yeg || —0.072555607 | 0.018123459 | —4.003 | 0.0001
Yee || —0.048052012 | 0.031278163 | —1.536 | 0.1245
Yoo 0.16917057 | 0.034989005 4.835 0.0000
Yog || —0.094996688 | 0.027251599 | —3.486 | 0.0005
Yoe || —0.080477731 | 0.016844121 | —4.778 | 0.0000
Ygg || 0.217922624 | 0.035588989 6.123 0.0000
Yge || —0.050370329 | 0.029450453 | —1.710 | 0.0872
ee || 0.178900071 | 0.047090075 3.799 0.0001
ey || 0.018365257
Yoy || —0.195577821 | 0.022915802 | —8.535 | 0.0000
gy || 0.034781759 | 0.033549551 1.037 0.2999
Yey || 0.142430805 | 0.041415883 3.439 0.0006

Table 4.10: Estimation results of corrected model

provide a survey of DW test statistic, R? and R? in the corrected model. The values of

S, Sy Se
DW | 19134 0.7969 0.6457
R? [/ 0.944272 | 0.671346 | 0.851033
R% | 0.92961 | 0.58486 | 0.81183

Table 4.11: Survey of the DW, R?, R? measures in corrected model

DW reflect that AR(1) process of the residual has improved the oil equation, but the re-
maining two equations in spite of the small improvement (compare with the table 4.8) are
still suspicious with respect to autocorrelated disturbances. The goodness of fit measures
may be compared with the basic model values given in the table 4.3 in columns restricted
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GLS/SURE. From the first view we see that the corrected model has a better fit. As
conclusion we can say that for oil, gas and electricity equations the corrected model reflect
more the behaviour of producers than the basic model. Additionally the gas equation is
appropriately explained with autocorrelated disturbances.

One could object against such "nonscience” approach, which has been introduced. I
can not say that it is really the best and most correct solution of the described problem.
However, let us look who, in fact, is interested in substitution and price elasticities and
measures of scale? In my opinion, mostly economists. They would like to know the
producers response on changing prices or changing technologies. For them the best possible
result is more worthy than any perfect theoretical result.

4.3.3 Comparing with the Basic Model

This section has the aim to compare the basic and the corrected model from the point of
view of elasticities. The elasticity measure gives us two kind of informations, first to make
some statement about relationships between components in the cost function, second, to
tell us the power of influence. The first is represented by the plus, or minus sign and the
second by the value of the measure. Corresponding to this we will make a comparison
with basic model. Table 4.12 shows that for the substitution elasticities values, there
does not appear any change in the signs, unless in decimal places. This holds for the

price elasticities as well.

The only change in sign is happen. o,, and afterwards €.,

Basic model | Corrected model

Oce 10.031409 5.914313

Oco 1.654772 1.345061

Ocg || —1.662019 —1.216653
Oce || —1.334088 —1.007855
oo 0.204367 —0.091829
Oog || —0.223291 —0.057539
ooe || —0.236287 —0.225343
049 || —0.232355 —0.138630
Oge 0.810567 0.571951

Oee || —0.539801 —0.329901

Table 4.12: Comparing table of the estimated substitution elasticities

Basic model | Corrected model Basic model | Corrected model

€ce 0.707852 0.482547 €ge | —0.117278 —0.099266
€co 0.365458 0.301173 €go | —0.049314 —0.012884
€cg || —0.650061 —0.488095 €gg | —0.090880 —0.055615
€ce || —0.423081 —0.295625 €ge 0.257056 0.167765

€oc 0.116767 0.109743 €ec || —0.094138 —0.082231
€00 0.045135 —0.020562 €eo || —0.052184 —0.050457
€og || —0.087335 —0.023084 €eg 0.317035 0.229454

€oe || —0.074934 —0.066098 €ce || —0.171188 —0.096767

Table 4.13: Comparing table of the estimated price elasticities
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became negative in the corrected model. The reason is that probably with assumption of
autocorrelated disturbances, the oil cost share response conversely when the oil share and
oil price proportional increase. Since the oil equation was the only, where autocorrelated
disturbances have had success, this change might be concerned with this issue.

Here I stop with my investigation of paper producer behaviour. The corrected model
does not substantially improve the problematic results in gas and electricity equation.
For correcting the model we would need either more knowledge about the market with
energy input commodities, or to investigate alternative models. Probably the missing
information on better data could help us to explain the non-smart behaviour of recursive
residual curve, mainly in the last years. I believe there could exist other possible and more
involved model variants but that I want to leave for others to do.



Chapter 5

Summary

This chapter concludes my thesis. Since econometric modelling is a methodolody where
one can never stop improving, some remarks about the possible ways to proceed will be
in order. Finally, I will present my personal view on the topic I have investigated.

5.1 Challenges for Future Research

Among the useful econometric tools to improve the model specification one might consider
lagged variables in the model. Lagged means in terms of time point ¢ one of the previous
observations, i.e. t —1,t — 2,..., of some variable. The rationale for such behaviour could
be, for example, that the previous prices influence also current decisions of producers or
consumer.

Let us implement this concept into the basic model (4.2). We will consider only a simple
case, where besides original regressors also the t — 1 values of the endogenous input shares
are included. The renewed model is then

Se = Vet Yeelnpe + Yoo INPo + Yeg NPy + Yee N Pe + Yoy Ny + peeSe—1

So = Yo+ YocINPe + Yoo IN Do + Yog IN Py + Yoe I Pe + Yoy INY + po0So—1
Sy = Vgt YgeInpe + vgo M po + Vgg NPy + Vge INpe + Yoy Iy + pggSy—1
Se = Ye+YecINpe + Yeo NP + Yeg NPy + Yee INPe + Vey INYy + peeSe—1.

(5.1)

The sign —1 means ¢t —1th observation of .S;. We loose one observation with the imposition
of the t — 1 term and thus have t = 2,3,...,25. Since the sum of input shares is equal to
one, the upper expression states that p’s have to be zero too. To overcome this, we can
implement also cross-equation lagged variables. Thus rewriting (5.1) we have

Se = .ot pecSe—1 F PeoSo—1 F PegSg—1 + PeeSe—1

So = .4 PocSc—1 + PooSo—1 F PogSg—1 + PoeSe—1
Sg = ..+ pgeSe—1+ PgoSo—1 + PggSg—1 + pgeSe—1
Se = .. 4 pecSe—1+ PeoSo—1 + PegSg—1 + PeeSe—1,

(5.2)

where dots indicate the original regressors from basic model (4.2). Taking into the con-
sideration that the sum of input cost shares is one, following restrictions to the p’s have

o1
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to hold

Pee + Poc + Pge + Pec = 0
Peo + Poo + Pgo + Peo =0
Peg + Pog + Pgg + Peg =0
Pce T Poe T Pge + Pee = 0.

Proceeding with deleting an arbitrary (for instance electricity) equation from the singular
system (5.3) we obtain

Se = ...+ (Pcc - pce)Scfl + (pco - pce)Sofl + (pcg - pce)ngl + Pce
So = ...+ (poc - poe)Scfl + (poo - poe)Sofl + (pcg - pce)ngl + Poe
Sg = ...+ (ch - Pge)Scfl + (Pgo - Pge)Sofl + (ng - Pge)ngl + Pge
(5.3)

where again dots indicate the part of the model (4.4).The next problem of this system
arises from the unsuitable large number of unknown parameters. Summing the original
number of 12 from (4.4) plus 12 new parameters of the lagged variables we have 24 unknown
parameters to estimate. Comparing it with the 25 observations, we have encountered the
frontier of econometric investigation.

Inspite of this, there are still things which are worthy to consider. We have added to
the basic system (4.2) lagged variables as regressors. Note, that the basic system is in fact
a product of the derivation from translog cost function (4.1). The next task is therefore
to investigate the reverse process to derive such a cost function, which after employing
Shephard’s lemma would yield system (5.2).

Here we are encountering to the limitations of the microeconomic analysis. This prob-
lems has several possible directions. Either the cost function has to be respecified into
the dynamic framework and then by integrating the system (5.2) it has to be appropriate
involved. Or, to assume that S;_; is simply independent from the Inp; and to hold it as
constant by integration process.

5.2 Concluding Remarks

Arriving at the end of my thesis I briefly want to summarize. My aim at the start was to
provide, test and improve an empirical model of producer behaviour. In three core chapters
(Microeconomic analysis, Econometric methods and Applications) I have introduced you
to the issue of econometric modelling in the field of microeconomic theory and have shown
how it can be applied to data of the Austrian paper industry. The following story might
help you to find out how succesfull I was from my point of view.

When I was a small child as well as during my teen-ager time I wanted to help people.
On some occasions, my parents have reminded me that I was a social subject. After this
time, getting older I have lost some of my enthusiasm, however I wanted to be useful
at least. Later when my university studies began I have recognized that to be useful is
much harder than to be wise, so I wanted to know as much as possible. And in this state
the question of finding a topic of my master thesis has come up. I did not know, what
was a good topic or a bad one, but more or less by accident I have met my supervisor
and afterwards settled on my topic. And here again I encountered a similar story. In
the beginnig (i.e. aproximately one year ago) I wanted to invent something quite new
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and possibly monumental. It was the time when I had to introduce myself into my topic.
Since then I have recognized that to find out some new idea is not so simple. I have
turned my attention to modelling the data, with the hope that I will manage to provide
an accomplished model at least. It has taken some time, but again I have experienced
that to find out a perfect model is not really a simple task and, in fact, you cannot say
that in any point of your investigation that you have provided a really good model. Thus
my last strategy was to provide at least some reasonable model which can be established
and examined according to available approaches and which helps nevertheless to learn as
much as possible about the relation between mathematical economics and the reality. I
think that this last aim was fulfilled and that makes my thesis successful.

Now I will outline some comments associated with the problems which I had to confront
during the process of working on my thesis. The problems could be divided into two areas.

The first category consists of problems with data. For econometric modelling we need
the biggest sample which is available. To satisfy this condition in the microeconomic field
is not so easy. In most cases you have data available for the last decade, especially in the
case of post-comunistic countries. Ten observations could not explain such a broad system
as the theory of the cost function offers. This problem could be avoided by using more
producers or countries, say units, over the same time period. This builds up a panel data
set. Such set consists of many small sets where the same behaviour (in sense of parameters)
is assumed. I belive that panel data models are the future for modeling producer behaviour.
The next problem is concerned with the information about the concrete data set. If we do
not see irrational movements behind actual observation, we equally cannot explain some
irrational response as may be reflected in estimated parameters, derived elasticities, the
resulting disturbances and anything else which is connected with the estimation output.

The second area of problems could be specified as the conflict of interest between mi-
croeconomic theory and econometric methods. The microeconomic visions are cast into
functions, systems and restrictions, which cannot be neglected. Estimation results, from
the econometric point of view, are strictly categorized. Either the parameters, test or
restriction are significant - and then they are recommended to enter the model - or not,
and then they have to be excluded from the model. The recipe used to solve this conflict
is the give-and-take methodology. Since the microeconomic theory is a normative theory,
neglecting some of their restrictions or assumptions generates a new theoretical aspect or
component, we usually have to explain the failure of the econometric result to comply
with theory in all aspects by apologising for the inadequacy of data on the one hand, or
by the inadequacy of the theory to explain the real world on the other.

Finally, I would like to state my personal attitude to the presented topic. I think that
econometric modelling is a challenging and quick developing methodology. The reason is
that it finds possible applications in various branches of the modern world. Everywhere
around we can observe the relationships between issues concerning our life. The econo-
metric models can give an answer about the approximative extent of the real dependency,
can reject or not-reject our hypothesis, can measure the strength of relations and helps to
gain probably much more insight into the issues.

I am very pleased that I could be introduced to this topic. I have to say, that my gain
was much bigger. As a by product of preparing my thesis I have come to know a new
counry and the people there. More or less I can speak their language. In this way, I would
like to thank to all people, who enabled me to spend one semester in Austria. I have
learned to work with two appropriate econometric software packages and there is surely
much more to mention, but here is not the adequate place to write it down.
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Returning to the considerations at the beginning, now I think that first of all, you have
to know as much as possible, then you have a higher probability to be useful and further,
if you are useful and appropriately wise you have not such a small chance that you might
really be able to help people. But this speculations require the strict assumption to be
convinced that the wish to help people is your starting incentive to become wise and useful.



Chapter 6

Resume

Ekonometrické metédy zohravaju dolezitu ilohu pri modelovani skuto¢nosti. Ich tlohou
je vyjadrit pomocou znamych premennych kvalitativne a kvantitativne vztahy medzi nimi.
Svoje uplatnenie ekonometria nasla aj v mikroekonomii. Mikroekonémia skiima a popisuje
racionalnu podstatu spravania sa ekonomickych subjektov ako si napriklad vyrobcovia
alebo spotrebitelia. Proces vyroby je popisany produkénou funkciou, ktord odzrkadluje
vzdjomny vztah medzi vstupmi vyrobného procesu a jeho vystupmi. Racionalita vyrobcu
je zaloZens na maximalizdcii zisku vzhladom k produkénej funkcii. D4 sa vsak popisat
aj ako snaha o minimaélne ndklady na vyrobu. Tento proces popisuje nakladova funk-
cia. Kedze tieto vztahy si ekvivalentné, ¢o sa tyka racionality vyrobcu, moézme pouzit
lubovolny postup a dosiahneme tie isté vysledky. Tento zaver viak dokazuje isty vztah dua-
lity medzi nédkladovou a produkénou funkciou. Pre ekondmov to znamend, Ze staci vediet
jednu z tychto dvoch funkcii a ta uz nesie informéciu aj o druhej.

V ekonometrii sa tento poznatok velmi vyuziva. Je ovela vyhodnejsie vyuzit ndkladovi
funkciu, pri ktorej dopytové a ponukové funkcie sa daji vyjadrit explicitne derivovanim
nékladovej funkcie podla vektoru cien. V pripade maximalizacie zisku vzhladom k pro-
dukénej funkeii, by takyto systém bol iba implicitne zavisly od cien, ¢o je pre ekonome-
trické modelovanie nevyhodné.

Ekonometricky model spravania sa vyrobcu, ktory je popisany a aplikovany v tejto
praci, ma formu systému dopytovych rovnic, resp. systém rovnic nakladovych podie-
lov (cost shares), odvodenych z nakladovej funkcie. Opisany model je trochu $pecificky.
Zaklada sa na predpoklade, ze energetické naklady na vyrobu st zavislé iba od cien ener-
getickych komodit a velkosti vyroby. Déta obsahuji informécie o mnozstvach styroch
energetickych vstupov, ktoré vstupuji do vyrobného procesu, vyvoj ich cien a velkost
vyroby papierenského priemyslu ako takého, pocas rokov 1972 - 1996. Dalsim Specifikom
modelu je, Ze budeme modelovat systém dopytovych funkecii pre celé priemyselné odvetvie
a nie pre konkrétneho vyrobcu. Predpokladdame teda, Ze spravanie vyrobcu papiera sa
d4 zovseobecnit. Styri energetické vstupy, ktoré budeme uvazovat si: uhlie, ropa, plyn
a elektrina. Pod velkostou vyroby rozumieme celkové mnozstvo vyrobeného papiera bez
ohladu na jeho typ.

Ekonometrickym nastrojom na modelovanie stivisiacich systémov je seemingly unrela-
ted regression, resp. Zellnerov odhad. Je to vlastne zovSeobecnend metdda najmensich
stvorcov, kde predpoklddame, Ze vektory rezidui jednotlivych rovnic mozu byt zdvislé od
rezidui dalsich rovnic v systéme. Takéto uvazovanie je opodstatnené, pretoze dopytové
rovnice navzijom suvisia. Su odvodené z rovnakej nakladovej funkcie a maju rovnaké
endogénne premenné. Najdolezitesim argumentom je skutoénost, ze nakladové funkcia
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musi byt homogénna prvého stupiia a jej prvé derivdcia podla vektora cien musi byt
homogénna stupiia nula. Dopytové funkcie st este navySe uvalené touto restrikciou.

Ako som uz spominala nakladovd funkcia, teda aj produkénd spolu sivisia a mdzu na-
dobudat rozliéni funkciondlnu formu. V predkladanej préci si ddta modelované pomocou
Translogovanej nakladovej funkcie, ktora je povazovana za najflexibilnej$iu funkcionalnu
formu. Avsak pre niektoré jej paramtre plati , Ze musia byt symetrické. Pre odvodeny
systém dopytovych funkcii pravidla symetrie tiez platiar St vSak umiestnené medzi rovni-
cami systému (cross restrictions), ¢o tiez podporuje myslienku odhadu systému ako celku.

Predkladand préaca je rozclenend na tvodnu kapitolu, 3 jadrové kapitoly a zaverecnu
kapitolu. Druhd a tretia kapitola obsahuju niektoré teoretické poznatky z mikroekonémie
a ekonometrickych metéd. V kapitole o mikroekonomickej analyze som sa zamerala
hlavne na poznatky o produkénej a ndkladovej funkcii, dualithom vztahu medzi nimi
a na zaver je odvodend translogovana nakladova funkcia, lebo je hlavnym predmetom
tejto prace. Kapitola o ekonometrickych metédach poskytuje zakladné informéacie o od-
hadoch, testoch a inych javoch bohato vyuzivanych vo Stvrtej kapitole, kde je aplikacia
tohoto prfstupu ukdzana na konkrétnych datach. Data si modelované dvoma rozli¢nymi
sposobmi. Prvy sposob predpokladd idedlne spravanie sa vyrobcu, t.j. Ze model presne
odzrkadluje vyrobcov papiera. V druhom navyse predpoklddame, ze vektor chyb opisuje
AR(1) proces. Na zdver je porovnanie tychto dvoch modelov. Odhady tychto modelov
boli urobené pomocou dvoch ekonometrickych softvérov: Eviews a Limdep 7.0. Zavereéna
kapitola uzatvara celd précu a naznacuje dalsie mozné smery v modelovani sprévania
vyrobcu.
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. RECURSIVE RESIDUALS OF THE SHARE EQUATIONS

99



