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AbstratBusiness yles are haraterized by the o-movement of large number of timeseries at the national and international level. This suggests that the businessyle is driven by relatively small number of ommon fators, whih are notdiretly observed. The appropriate tehnique for disovering some of unobservedommon fators is alled fator analysis and it has beome very popular in reentyears. Other measures of synhronization in the ase of business yle, whihis de�ned in frequeny domain, are dynami orrelation and ohesion. The aimof this thesis is to introdue dynami orrelation analysis and various typesof fator analysis and their appliation to maroeonomi data (GDP of 23European ountries and 5 other ountries). We also try to �nd the ommonfators for desribing the business yle and �nally we ompare our results withthe leading oinident indiator of the euro area business yle published byCenter for Eonomi Poliy Researh (CEPR).Keywords: business yle, dynami orrelation, ohesion, prinipalomponents, fator models
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AbstraktHospodársky yklus, ako na národnej, tak aj na medzinárodnej úrovni, je harak-terizovaný ako spolo£ný mehanizmus ve©kého po£tu premennýh. Táto sku-to£nos´ poukazuje na to, ºe hospodársky yklus je v skuto£nosti pohá¬anýmalým po£tom spolo£nýh av²ak nie priamo pozorovanýh faktorov. Vhodnoumetódou, ktorá poodha©uje harakter nepozorovanýh spolo£nýh faktorov, jefaktorová analýza. Jej prudký rozvoj zaznamenávame najmä v poslednýhrokoh. �al²ím sp�sobom merania synhronizáie hospodárskeho yklu, ktorýsi zasluhuje zvý²enú pozornos´, je aj dynamiká koreláia a kohézia, ktoré súde�nované na kmito£tovej doméne. Cie©om tejto diplomovej práe je predstavi´analýzu dynamikej koreláie a r�zne typy faktorovej analýzy a aplikova´ ih nadostupné dáta (HDP dvadsiatih troh európskyh krajín a piatih krajín sveta).Taktieº sa budeme snaºi´ opísa´ hospodársky yklus pomoou spolo£nýh fak-torov. Na záver porovnáme na²e výsledky s v²eobene uznávaným indikátoromeurópskeho hospodárskeho yklu.K©ú£ové slová: hospodársky yklus, dynamiká koreláia, kohézia, analýzahlavnýh komponentov, faktorové modely
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Chapter 1IntrodutionEight ountries of Central and Eastern Europe (CEECs), namely, the Czeh Re-publi, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia and Slovenia, andalso Malta and Cyprus entered the European Union in May 2004. Furthermore,these ountries will all join the European Monetary Union (EMU) as soon asthey satisfy the Maastriht onvergene riteria. Slovenia, as the �rst ountryof the group, introdued the euro in this year. Our analysis, whih is based onthe sample of data ranges from 1Q1995 to 4Q2005, aims to answer the questionwhether this step as well as the plans of the remaining ountries, was optimalfrom the point of view of the eonomi theory.The suessful enlargement of EMU requires that a riteria of a optimumurreny area (OCA) have to be satis�ed. OCA theory, originated by Mundell(1961), requires that the members of a monetary union to have some ommonharateristis. The main riterion of OCA is a high degree of synhronizationbetween the monetary union's members. MKinnon (1963) and Kenen (1969)have ontributed to OCA theory and they have added an additional OCA riteriawhih inlude labor mobility, �exibility of the labor markets, �sal poliy andenhaned trade and integration of �nanial markets. Earlier researh showedthat possibly some new member states have already ahieved a omparably highdegree of business yle synhronization (see Fidrmu and Korhonen, 2006),while the remaining riteria are generally not yet ful�lled even by the euro area1



2(see De Grauwe, 2005).The reation of the monetary union ould be highly ostly in terms of in-reased volatility of output and in�ation. Aordingly, if the ost outweighsthe bene�ts of the monetary union, EMU enlargement may be premature. Itmay be aused by asynhronous business yles between the new member statesand the euro area. Therefore, it is highly important to study the business ylein Central and Eastern European ountries and the euro area as an importantprerequisite for suessful EMU enlargement.There is a growing literature on business yle orrelation between CEECsand the euro area. In a survey paper, Fidrmu and Korhonen (2004) report 27studies dealing with this issue. Darvas and Szapáry (2005) analyse the synhro-nization for GDP, industry, exports, onsumption, servies and investment. Ar-tis et al. (2005) use onordane measure to aquire an information on whetherthe business yles in NMS are in phase with business yle of the euro areaountries. Eikmeier and Breitung (2005) employ dynami fator model to in-vestigate how important shoks to the euro area business yle are for NMS inomparison to the urrent EMU members.This thesis tries to determine whether the Central and Eastern Europeanountries are ready to join EMU. It assesses the urrent degree of business ylesynhronization in CEECs in omparison to the euro zone yle. We put ourfous at the ountries, aiming to join the EMU. We show that the ahieveddegree of business yle synhronization with the euro area is di�erent amongthe membership andiates.In the thesis, we outline two approahes for the desription of business ylesynhronization that have beome popular in the reent years: dynami orrela-tion analysis and fator analysis. However, there are still only few appliationsto the proess of the euro area enlargement.First, Croux et al. (1999) propose two measures of business yle synhro-nization: bilateral dynami orrelations and their multivariate extension, termed



3ohesion. Both indiators are appropriate for analyses of the nature of dynam-is in the o-movement beause they aount not only ontemporaneous ovari-anes, but also ovarianes at leads and lags. We ompute dynami orrelationbetween output growth of individual ountries and the euro area. It provides aninformation on existene of synhronization between the euro area and CEECs.Then we examine the ohesion as a measure of the degree of business ylesynhronization aross seven group of states. Finally, for all European ountrieswe ompute ratio that was also suggested by Croux et al. (1999). This ratio,termed Borders Measure, desribes the o-movement from geographial point ofview.The seond approah, fator analysis, is the appropriate tehnique for dis-overing the driven fators of business yle. The fator analysis is a statistialmethod whih redues a large number of variables that haraterize the businessyle to a small number of fators.The fator analysis has several advantages. Therefore, it is a preferred teh-nique for disovering the latent struture of business yle. It an ope withmany variables without running into sare degrees of freedom problems oftenfaed in regression-based analysis. Furthermore, the fator models an elim-inate idiosynrati movements whih possibly inlude measurement error andloal shoks. Finally, the fator model is that the modelers an remain agnos-ti about the struture of the eonomy, whih may be the subjet of struturalhanges making standard regression analysis di�ult or even impossible. There-fore, we employ the fator analysis to �nd the ommon fators for desribingthe business yle and to estimate how CEECs are synhronized with EMUountries.The master thesis is strutured as follows. Chapter 2 proposes a measureof o-movement between many eonomi time series based on dynami orrela-tion. Chapter 2 also introdues a multivariate measure of o-movement, whihis alled ohesion. Finally, in order to study the problems of business ylesynhronization and dependene of o-movements from geographial point of



4view, we estimate dynami orrelation and ohesion of output growth for Eu-ropean ountries. Chapter 3 outlines the lassial, approximate and dynamifator model and it is also dediated to the desription of the business yleby the fator analysis. In Chapter 4 we brie�y present the results of estimat-ing the dynami orrelation, ohesion and also the fator model for a outputgrowth for member ountries of European Monetary Union (EMU) and Centraland Eastern European ountries (CEECs). We also assesses the transmissionto New Member State. In Appendix we desribe our data set and introdueEuroCOINTM, the leading oinident indiator of the euro area business ylepublished by CEPR every month.



Chapter 2Correlation Analysis
2.1 IntrodutionThe orrelation analysis is the fundamental approah, whih has been appliedin the literature to study the degrees of synhronization between eonomi va-riables.The most ommon measure of o-movement between time series is lassialorrelation, whih is also used in the literature on the measuring the businessyle orrelation between the euro area and the ountries from Central andEastern Europe. Fidrmu and Korhonen (2006) review these publiations anduse the meta analysis that on�rms the high orrelation between the euro areaand several CEECs.The lassial orrelation, orr(xt; yt), between two random variables xt andyt is de�ned as:orr(xt; yt) = E(xtyt)� E(xt)E(yt)pE(x2t )� E(xt)2pE(y2t )� E(yt)2Unfortunately, the lassial orrelation is assoiated with two main draw-baks: Firstly, it does not allow for a separation of idiosynrati omponentsand ommon o-movements. Seondly, it is basially tool of stati analysis thatfails to apture any dynamis in the o-movement.An alternative measure of synhronization in the ase of business yles is5



2.2 Dynami Correlation 6the dynami orrelation.Croux et al. (1999) used the notion of dynami orrelation to onstrut amultivariate index of o-movement, alled ohesion. The ohesion provides ameasure of the degrees of o-movement within a group of variables or betweentwo group of variables (ross-ohesion).2.2 Dynami CorrelationLet x and y be a two zero-mean real stohasti proesses. Let Sx(�) and Sy(�)be the spetral density funtions of x and y and Cxy(�) be the o-spetrum,�� � � � �. The dynami orrelation is de�ned as�xy(�) = Cxy(�)pSx(�)Sy(�) : (2.1)The dynami orrelation lies between -1 and 1.If two stohasti proesses x and y are obtained by summing the waves ofxt and yt within a given frequeny interval, the dynami orrelation an bede�ned on the frequeny band. Set �+ = [�1; �2) and �� = [��2;��1), where0 � �1 � �2 � �. Thus, the dynami orrelation within the frequeny band �+is de�ned as �xy(�+) = R�+ Cxy(�)d�qR�+ Sx(�)d� R�+ Sy(�)d�: (2.2)In a partiular ase, if �1 = 0 and �2 = �, the �xy(�+) is redued to the statiorrelation between xt and yt, orr(xt; yt).The dynami orrelation within the frequeny band, as is de�ned in (2.2),an be used also for measurement of the o-movement of seasonal omponentsof two eonomi time series, beause we an selet the frequeny band of ourinterest and then evaluate the dynami orrelation within this frequeny band.



2.3 Cohesion and Cross-ohesion 72.3 Cohesion and Cross-ohesionThe ohesion, de�ned in frequeny domain, is a measure of dynami o-movementbetween time series. In bivariate ase, the measure is redued to the dynamiorrelation (2.1). The ohesion is useful to studying problems of business ylesynhronization and to investigating short-run and long-run dynami propertiesof multiple time series. It is an appropriate tehnique to obtain the fats ono-movements of maroeonomi variables at spei�ed frequeny band.Let xt = (x1t; : : : ; xNt)0 be a vetor ofN � 2 variables and w = (w1; : : : ; wN)0be a vetor of the non-normalized positive weights to the variables in xt. Theohesion of the variables in xt is de�ned as the weighted average of dynamiorrelation between all possible pairs of series. Therefore, the ohesion is de�nedas ohx(�) = Pi 6=j wiwj�xixj(�)Pi 6=j wiwj : (2.3)Clearly ohx(�) = 1 if and only if all the variables in xt are perfetly o-movedat frequeny �. But the small ohesion index does not need to imply the smallpairwise o-movements beause it an be originated from large negative andpositive ovarianes aneling out eah other.The measure of ohesion within frequeny band �+ = [�1; �2℄ is analogouslygiven by ohx(�+) = Pi 6=j wiwj�xixj(�+)Pi 6=j wiwj : (2.4)The ohesion index an be generalized to an index measuring the ross-ohesion between the N� vetor xt and M�vetor yt. So the ross-ohesion ofxt and yt at frequeny � is given byohxy(�) = PNi=1PMj=1wxiwyj�xiyj (�)PNi=1PMj=1wxiwyj : (2.5)If the xt and yt are salars, then the ross-ohesion is redued to the dynamiorrelation (2.1).



2.4 An Empirial Appliation of the Correlation Analysis 82.4 An Empirial Appliation of the CorrelationAnalysisThe orrelation analysis, espeially dynami orrelation and ohesion, has be-ome very popular in reent years. In omparison with stati orrelation, dy-nami orrelation is a modern tehnique of measuring dynami o-movementbetween time series.In this setion we try to analyse our data 1 in terms of business yle orrela-tion and mainly, we pay attention to �nd ommon features between the businessyles of Central and Eastern European ountries and the euro area using theorrelation analysis.2.4.1 Classial CorrelationAs a starting point, we ompute the lassial (stati) orrelation between outputgrowth of the ountries from Central and Eastern Europe and output growth ofthe euro area.As it is shown in Table 2.1, it is apparent that only four ountries from Cen-tral and Eastern Europe have positive business yle orrelation with the euroarea. In partiular, Hungary, Poland and Slovenia have a orrelation oe�ientwith the euro area above 0.3. On the other hand, Lithuania, Slovakia and theCzeh Republi stand out as ountries with negative orrelation oe�ients.Czeh Republi Estonia Hungary Latvia Lithuania Poland Slovakia SloveniaEA -0.2373 0.0652 0.4717 -0.0725 -0.3905 0.4039 -0.3731 0.3283Table 2.1: Classial orrelation between the euro area and CEECs.This �ndings are in line with study of Fidrmu and Korhonen (2006) whoargue that business yle for Hungary, followed by Slovenia and Poland, has thehighest orrelation with the euro area among the new EU members. This studyalso points out that Lithuania and Slovakia trail behind other ountries.1More information about data are inluding in Appendix A.



2.4 An Empirial Appliation of the Correlation Analysis 92.4.2 Synhronization of Business Cyles in EuropeDynami orrelationIn addition, we ompute dynami orrelation between output growth of individ-ual ountries and the euro area. This analysis may provide an information onwhether synhronization between CEECs and EMU ountries may exist.From table 2.2 it is apparent that the output growth in the ountries of theeuro area is on average more highly orrelated with the orresponding output ofthe euro area than the orresponding variables in CEECs.The average of the dynami orrelation for euro area ountries at all frequen-ies and also at long run and business yle frequenies (respetively 0.4267,0.7172 and 0.5879) is muh higher than for CEECs (0.1049, -0.0347 and 0.0656).It is not surprisingly that Germany (0.6018, 0.9057 at all and at the long runfrequenies and 0.7474 at BC frequenies), Italy, Belgium and Frane have thehighest dynami orrelation among the urrent EMU members. And the dy-nami orrelation in the Netherlands, Finland and Portugal at all frequeniesare the lowest.Among the CEECs, the dynami orrelations of output growth are relativelyhigh for Hungary, Poland and Slovenia, but still lower than for the most oun-tries of the euro area. These �ndings an be explained by tight trade linkagesbetween Slovenia and euro area and also by big similarity to euro area industryin Hungary. On the other hand, the dynami orrelations between the CzehRepubli and Slovakia and the euro area are slightly negative, whereas Lithuaniatrails behind the others.Among non-European ountries, Canada, followed by the USA, have thehighest dynami orrelation with the euro area.Our �ndings are in line with existing studies. We found out that Hungary,Slovenia and Poland have ahieved relatively high degree of business yle o-rrelation with the euro area. This is also on�rmed by meta analysis realizedby Fidrmu and Korhonen (2006). Also Darvas and Szapáry (2005) found outthat GDP and industrial prodution in Hungary, Poland and Slovenia ahieved a



2.4 An Empirial Appliation of the Correlation Analysis 10Country All freq. Long run freq. Short run freq. BC freq.Austria 0.4012 0.6965 0.3047 0.5980Belgium 0.5065 0.7594 0.4239 0.6521Germany 0.6018 0.9057 0.5026 0.7474Spain 0.4155 0.6647 0.3342 0.5102Finland 0.2947 0.5491 0.2112 0.4940Frane 0.4936 0.8809 0.3671 0.7409Italy 0.5913 0.8843 0.4956 0.7507Netherlands 0.0998 0.2157 0.0620 0.1723Portugal 0.3972 0.7658 0.2769 0.5552Luxemburg 0.4651 0.8499 0.3395 0.6577Sweden 0.3825 0.6065 0.3093 0.4997Switzerland 0.5150 0.7326 0.4440 0.6259Norway 0.2542 0.3630 0.2186 0.3692Denmark 0.2855 0.5696 0.1927 0.3613UK 0.3523 0.7524 0.2216 0.6141Czeh Republi -0.0539 -0.3231 0.0340 -0.2698Estonia 0.1155 -0.0390 0.1660 0.1130Hungary 0.3360 0.5562 0.2640 0.4678Latvia 0.1107 -0.2348 0.2235 0.0047Lithuania -0.1682 -0.5611 -0.0400 -0.3303Poland 0.3377 0.4231 0.3098 0.4590Slovakia -0.0763 -0.5500 0.0783 -0.2804Slovenia 0.2375 0.4506 0.1679 0.3612USA 0.2848 0.4826 0.2202 0.3929Canada 0.4307 0.7608 0.3229 0.6089Japan 0.1063 -0.0150 0.1459 0.0979Mean all 0.3044 0.4465 0.2580 0.3950Mean Europe 0.2998 0.4312 0.2569 0.3858Mean EA 0.4267 0.7172 0.3318 0.5879Mean CEECs 0.1049 -0.0347 0.1504 0.0656Std. all 0.2035 0.4455 0.1374 0.3209Std. Europe 0.2107 0.4601 0.1426 0.3320Std. EA 0.1476 0.2095 0.1320 0.1742Std. CEECs 0.1920 0.4567 0.1190 0.3378Table 2.2: Average dynami orrelation between output growth in individualountries and the euro area2.high degree of orrelation with the euro area. We also on�rm that the businessyle orrelation is higher for the ountries of the euro area.2It is referred to (unweighted) average dynami orrelation over all/long run/shortrun/business yle frequenies. Business yle frequenies orrespond to 4 to 8 years.
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Figure 2.1: Cohesion of the euro area-EA (solid line) and dynami orrelationbetween output growth of the euro area and individual ountries of Central andEastern Europe (dot-and-dashed line).The graphial omparisons of the dynami orrelation between euro area andountries from Central and Eastern Europe and ohesion of the euro area areillustrated in Figure 2.1. The �ndings implied from Table 2.2 are also on�rmedby Figure 2.1 where the dynami orrelation and ohesion are represented atall frequenies. Well, from Figure 2.1 it is apparent that Hungary, Poland andSlovenia have a business yle similar to yle within the euro area at all frequen-ies. The other CEECs have a low degree of business yle synhronization withthe euro area. The di�erene at low frequenies is large, but at high frequenies



2.4 An Empirial Appliation of the Correlation Analysis 12the di�erene is muh smaller. The dynami orrelation of euro area at busi-ness yle frequenies is similar to dynami orrelation of Hungary, Poland andSlovenia. These �ndings are also apparent in Table 2.2 and support a�rmationthat these ountries have a business yle similar to the euro area.Cohesion and ross-ohesionIn order to illustrate the synhronization aross the ountries, we ompute theohesion, whih is the best tehnique for measuring of dynami o-movementbetween time series.EU EA CEECs CEECs 1 CEECs 2 V4 Balti statesAverage ohesion 0.3111 0.3116 0.1182 0.0463 0.2676 -0.0508 0.5899Notes:EA: Austria, Belgium, Germany, Spain, Finland, Frane, Italy, Netherlands,Portugal and Luxemburg.CEECs: Czeh Republi, Hungary, Estonia, Latvia, Lithuania, Poland, Slovakiaand Slovenia.CEECs 1: Hungary, Poland, Slovenia.CEECs 2: Czeh Republi, Estonia, Latvia, Lithuania, Slovakia.V4: Czeh Republi, Hungary, Poland, Slovakia.Balti States: Estonia, Latvia, Lithuania.Table 2.3: Average ohesion for seven groups of ountries within Europe.Table 2.3 represents the unweighted average of the ohesion for seven groupsof ountries. The average ohesion over all frequenies aross the euro areaountries is reasonably high and it amounts to 0.3116. But the ohesion arossall ountries from Central and Eastern Europe is low (0.1182). Following the�ndings from previous setion, we divide the CEECs into to two groups: �CEECs1�, the ountries with high orrelation with the euro area (Hungary, Slovenia andPoland) and others, �CEECs 2�. Well, from ohesion measure, it is apparent thatHungary, Poland and Slovenia are less ohesive than CEECs, even though theyare the most orrelated with the euro area.The ohesion aross Balti States (Latvia, Lithuania and Estonia) is thehighest (0.5899) whih suggests the high degree of business yle synhronizationaross these ountries. On the other hand, the synhronization aross V4 oun-



2.4 An Empirial Appliation of the Correlation Analysis 13tries (the Czeh Republi, Hungary, Poland and Slovakia) is too small that isproved by slightly negative ohesion aross them.Well, our ohesion measures suggest greater synhronization aross oun-tries of the euro area than aross ountries from Central and Eastern Europe.However, the synhronization aross Balti states is the highest.
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Figure 2.2: Comparison of the ohesion of the euro area (solid line) and theohesion of the ountries of Central and Eastern Europe (dashed line).Table 2.3 shows only average ohesion over all frequenies for seven groupsof ountries de�ned before, but there are important di�erenes at high and atlow frequenies. Therefore, the Figure 2.2 illustrates a graphial representationof ohesion at all frequenies. The �gure provides a omparison of the ohesionof the euro area ountries and ohesion of other groups. The omparison withEU is left out of the �gure, beause the ohesions are very similar.As expeted, the new member states of EU are less ohesive than EMUountries, whih in turn are less ohesive than Balti states at all frequenies.The group of the ountries from Central Europe (V4) is the least ohesive.The di�erene between the euro area and CEECs is large espeially at busi-



2.4 An Empirial Appliation of the Correlation Analysis 14ness yle frequenies (around 1.5, orresponding to a period of about 4 years),but at short run frequenies the di�erene is muh smaller. We onlude thatas soon as synhronization of short yles is onerned, the di�erene betweenthe euro area and CEECs is small and non-signi�ant, while the opposite holdsfor the business yle and long run frequenies.While it is di�ult to interpret this behaviour, it seems that the ondut ofommon monetary poliy (whih in�uenes espeially eonomi development athigh frequenies) will not pose a major problem for the CEECs. In turn, thedi�erenes with regard to the long-run development (low frequenies) re�et theonvergene proess of these ountries.
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Figure 2.3: Within and Cross-ohesion of the group of CEECs and the group ofthe euro area states.The relation between ohesion of the euro area and ohesion of CEECs isillustrated in Figure 2.3, where is also drawn the ross-ohesion between theeuro area and CEECs. We an see that the ohesion of EMU ountries is largerthan ross-ohesion, but again the di�erenes disappear in the short run. Weonlude that, the EMU ountries are more orrelated with other EMU ountriesthan with CEECs and on the ontrary, CEECs are less orrelated with otherCEECs than with EMU ountries.



2.4 An Empirial Appliation of the Correlation Analysis 152.4.3 Geographial Aspets of Business Cyle FlutuationsFor all European ountries we ompute ratio between average ohesion withneighbour states and average ohesion with all states. This ratio was suggestedby Croux et al.(1999) as a measure of the extent to whih �borders matters�. Sothis measure is de�ned asBMi(�+) = averagej2Ci�ij(�+)averagej 6=i�ij(�+) ; (2.6)where Ci is the set of all neighbour states of state i and �ij(�+) is the dynamiorrelation between the state i and j at the seleted frequeny band �+.If the ratio is omputed for long run frequenies, �+ = [0; �=4℄, then BMirepresents the border-orrelation measure for the long run of ountry i. Theshort run border-orrelation measure is obtained by the use of the frequenyband �+ = [�=4; �℄.Table 2.4 illustrates values of Borders Measure for European states. Thisratio (2.6) has been omputed for 22 European states with exeption of UK, thathas no neighbour state (10 ountries of EMU, 8 states from Central and EasternEurope and 4 other European ountries). Border Measure has been omputedfor long run (�+ = [0; �=4℄) and short run frequenies (�+ = [�=4; �℄).The results from Table 2.4 should be interpreted with aution, beause theaverage o-movements with neighbours are not signi�antly di�erent from theaverage o-movements with all states. The Balti states are the exeptions.These �ndings are also suggested by Forni and Reihlin (1999) who argue thatthe ore of the most integrated regions in Europe does not have national bound-aries.However, Table 2.4 shows that no di�erene in patterns emerges betweenshort run and long run ratios and therefore the e�et of ohesion with neighboursis the same for long run and short run period. Spain, Frane and Portugal arethe ountries whih o-move more strongly with their neighbours than with otherstates, beause the ratios are above 1.



2.4 An Empirial Appliation of the Correlation Analysis 16Country Long run BM Short run BM NeighboursAustria 0.9594 0.9770 7Belgium 1.2817 1.1585 4Germany 1.2709 1.1366 9Spain 3.1915 5.1007 2Finland 1.5720 1.6358 2Frane 2.1617 1.9709 6Italy 1.5927 1.3879 4Netherlands -1.541 -0.9683 2Portugal 2.5105 - 1Luxemburg 2.0174 1.9927 4Sweden 0.7777 1.7009 2Switzerland 1.8078 1.7038 4Norway 1.2497 1.7427 2Denmark 2.0156 2.0020 1Czeh Republi 0.3378 -0.4243 4Estonia - 2.8956 1Hungary -0.2809 0.1513 3Latvia - 3.1098 2Lithuania -1.3745 - 2Poland 0.4331 0.2677 4Slovakia 0.4756 -0.5204 4Slovenia 0.9282 0.7078 3Table 2.4: Borders Measure BMi for the long run and short run omputed for22 European ountries. The number of neighbours is in the last olumn.2.4.4 Conlusions from the Appliations of the CorrelationAnalysisThe stati orrelation has some drawbaks, it fails to apture any dynamisin the o-movement, whereas dynami orrelation analysis is the appropriatetehnique to reveal the degree of synhronization between eonomi variables.Therefore we use the dynami orrelation and ohesion within Europe in ourempirial analysis to illustrate the importane of the dynami deomposition ofo-movements.Stati orrelations omputed between the euro area and CEECs show thatthree states (Hungary, Poland and Slovenia) among the new members of EUhave the highest orrelation with the euro area. Unfortunately, these �ndings



2.4 An Empirial Appliation of the Correlation Analysis 17do not de�ne if the ountries are orrelated with the euro area in the long runor in the short run. In order to speify it, we ompute the dynami orrelationbetween the euro area and other ountries. It is obvious that the ountries fromthe euro area are higher orrelated with euro area output than the CEECs.The results from dynami orrelation are in line with the onlusion from statiorrelation. Among the CEECs, Hungary, Poland and Slovenia have a relativelyhigh dynami orrelation and they are stronger orrelated with the euro area inthe long run.However, the stati orrelation as well as the dynami orrelation provesthat Lithuania, the Czeh Republi and Slovakia have negative business yleorrelation with the euro area.Our empirial analysis also provides the information about the ohesionwithin Europe. The Balti states are the most synhronized sine they have thehighest ohesion. On the other hand, synhronization aross V4 is too small.In addition, we provide results on the geographial struture of ohesion forEurope. We show, that the long run and short run ratios are similar for theountries and therefore e�et of ohesion with neighbours is the same for longrun and short run period.



Chapter 3Fator Analysis
3.1 General IntrodutionFator analysis is a branh of statistis, but beause of its development andextensive use in psyhology the tehnique itself is often mistakenly onsideredas psyhologial theory. The method ame into being spei�ally to providemathematial models for the explanation of psyhologial theories of humanability and behavior.In 1888, the onept of lassial fator analysis was suggested by Galton, butthe formulation is generally asribed to psyhologist Carl Spearman (1904) whodeveloped the fator analysis for psyhologial purposes. He �rst harged thatenormous variety of tests of mental ability ould be explained by one underlyingfator of general intelligene. Although nowadays we know that the Spearman'shypothesis on only one intelligene fator is not true, this researh has beamethe driving mehanism of the development of new statistial tehnique. After40 years, the Spearman's model was extended by Thurston (1945) and Lawley(1940) who were interested in the estimating of the fator loadings.Fator analysis is di�erent from many other statistial methods that are usedto study the relationship between independent and dependent variables whereasthe fator analysis is used to study the patterns of relationship among manydependent variables. The main goal of fator analysis is to disover something18



3.1 General Introdution 19about the nature of the independent variables that a�et the dependent ones,nevertheless those independent variables annot be measured diretly. So theinformation obtained by fator analysis is more tentative and hypothetial thanthe information reeived from diret observation of independent variables.The main appliations of the fator analyti tehniques are: to redue a largenumber of variables to a smaller number of fators for modeling purposes andto unover the latent struture of a set of variables. Therefore, fator analysisis applied as a data redution or struture detetion method. It ould also beused for identifying lusters of ases or outliers.There are several di�erent types of fator analysis. The simplest fator ana-lyti tehnique is the prinipal omponents analysis (PCA). However, the mostpopular fator method is the lassial fator analysis (CFA) whih is more widelyused than the prinipal omponents analysis.3.1.1 Appliations of Fator AnalysisThe appliation of fator analysis has been hie�y in the �eld of psyhology.Although the fator analysis was developed originally for analyses of mentaltests, it is suitable not only for psyhologial purposes, but also for wider rangeof ases. For example, the analyses of the set of eonomi variables or set ofphysial measurement.Appliations of fator analysis in �elds other than psyhologial purposeshave beame very popular sine 1950. These �elds inlude suh varied disiplinesas meteorology and mediine, soiology, politial and regional siene, biologyand arheology.Correspondingly, the �rst appliation of the fator model to general eonomiquestions was in the marketing. More reently, fator analysis has been used in�nane and maroeonomis.



3.1 General Introdution 203.1.2 General De�nitionsThis setion introdues the basi terms used by fator analysis whih are ommonfor the prinipal omponent analysis and also for the lassial fator analysis.The output of fator analysis is generated as a table in whih the rows areobserved raw indiator variables and the olumns are the fators. The ells in thetable are alled the fator loadings and they express the meaning of the fatorsindued from seeing whih variables are most heavily loaded on whih fator.The negative oe�ient of fator indiates that the variable with negative fatorloadings may be regarded as measuring the reversed aspet of the usual type offator.Fator loadings, also alled omponent loadings in PCA, are the orrelationoe�ients between the variables and fators. The squared fator loading is theperent of variane in that variable explained by the fator. To get the perentof variane in all the variables aounted for by eah fator, add the sum of thesquared fator loadings for that fator and divide by the number of variables.This is the same as dividing the fator's eigenvalue by the number of variables.The sum of the squared fator loadings for all fators for a given variable,whih is alled ommunality, is the variane in that variable aounted for by allfators. In a omplete PCA, with no fators dropped, this will be 1.0, or 100%of the variane. When an indiator variable has a low ommunality, the fatormodel is not working well for that indiator and possibly it should be removedfrom the model. The ommunality exeeding 1.0 re�ets too small sample orthe researher has too many or too few fators.Uniqueness of variane is the variability of the variable minus its ommunal-ity. It indiates the extent to whih the ommon fators fail to aount for thetotal unit variane of the variable. Sometimes it is onvenient to separate theuniqueness into two portions of variane-the spei�ity and unreability of thevariable.Eigenvalue for a given fator measures the variane in all the variables whihis aounted for by that fator. If a fator has a low eigenvalue, it is ontribut-ing little to explanation of varianes in the variables and may be ignored as



3.1 General Introdution 21redundant with more important fators. An eigenvalue of the fator may beomputed as the sum of it squared fator loadings for all variables. Thus, eigen-values measure the amount of variation in the total sample aounted for byeah fator.Fator sores, also alled omponent sores in PCA, are the sores of eah aseon eah fator. Fator sores may be used as variables in subsequent modeling.Note also that fator sores are quite di�erent from fator loadings. Fator soresare oe�ients of ases on the fators, whereas fator loadings are oe�ients ofvariables on the fators.



3.2 Prinipal Components Analysis 223.2 Prinipal Components Analysis3.2.1 IntrodutionThe method of prinipal omponents, or prinipal omponents analysis (PCA), isa lassial statistial method belonging to fator analyti tehniques. The PCAis a onept for simplifying a dataset by redution the dimension of observablerandom variables whih has been widely used in data analysis. The PCA is oneof the basi and the simplest fator analyti methods.The PCA is a linear transformation that transforms the data to a new oor-dinate system suh that the greatest variane by any projetion of the data isattributed to the �rst oordinate (alled the �rst prinipal omponent), the se-ond greatest variane to the seond oordinate, and so on. The PCA an be usedfor dimensionality redution in a dataset while retaining those harateristis ofthe dataset that ontribute most to its variane.The prinipal omponents analyti approah was �rst proposed by Karl Pear-son (1901) for a nonstohasti variables. Then Person's onept, introdued onlyfor the nonstohasti variables, was fully developed for the random variables byHotelling (1933).3.2.2 De�nition of Prinipal Components in the Popula-tionLet xt = (x1t; : : : ; xNt)0 be a N-vetor withE(xt) = �t (3.1)ov(xt) = � (3.2)So suppose that random vetor xt has known ovariane matrix �. We shallassume the ases in whih the mean vetor is 0 and the ovariane matrix � ispositive semide�nite matrix or it has multiple roots.The prinipal omponents of xt are normalized linear ombinations of theomponents of xt whih have speial properties in terms of variane. The �rst



3.2 Prinipal Components Analysis 23prinipal omponent of xt is normalized linear ombinationp1t = �0xt; t = 1; : : : ; Twhere � 2 EN with �0� = 1 suh thatvar(�0xt) = max�i var(�0ixt) (3.3)for all �i = (�i1; : : : ; �iN)0 2 EN satisfying �0i�i = 1.The variane of �0ixt isvar(�0ixt) = E(�0ixtx0t�i)� E2(�0ixt) = E(�0ixtx0t�i) = �0i��i (3.4)To determine the �rst prinipal omponent �0xt it is neessary to �nd the �that maximizes (3.4) for all �i 2 EN and satis�es �0i�i = 1. Let�1(�i) = �0i��i � �(�0i�i � 1) (3.5)where � is a Lagrange multiplier. The goal is to �nd the � that maximizesthe Lagrange funtion �1(�i) among all hoies of �i that satisfy the ondition�0i�i = 1. Therefore we dedue that the vetor � must satisfy the �rst derivationof Lagrange funtion �1(�i) set to equal 0:��1��i j�i=�= 2�� � 2�� = 0 (3.6)Therefore sine �0i��i and �0i�i have derivatives everywhere in region ontaining�0i�i = 1, a vetor � must satisfy(�� �I)� = 0: (3.7)By reason that � 6= 0 (as a onsequene of �0� = 1), equation (3.7) has a solutionif �� �I is singular, so if det(�� �I) = 0: (3.8)That is, � is a eigenvalue of � and � is the orresponding eigenvetor. Sine� is dimension N x N , therefore equation (3.8) has N roots. Let�1 � �2 : : : � �N (3.9)



3.2 Prinipal Components Analysis 24are the ordered eigenvalues of � and�1 = (�11; : : : ; �1N )0; : : : ; �N = (�N1; : : : ; �NN)0 (3.10)are the orresponding eigenvetors of �. If we multiply the (3.7) by �0 on theleft, we obtain �0�� = ��0� = � (3.11)This relationship shows that if � satis�es (3.7) and also �0� = 1, thenvar(�0xt) = �0�� = �: (3.12)Thus for maximization of the variane we have to hoose the largest eigen-value �1 of the �. So let �1 be an eigenvetor orresponding to the �1. Thusthe normalized linear funtionp1t = �01xt; t = 1; : : : ; Talled the �rst prinipal omponent of xt, is a funtion with maximum variane.The seond prinipal omponent is the normalized linear funtion �0xt withthe maximum variane among the all normalized linear funtions �0ixt that areunorrelated with p1t. So if any funtion �0ixt is unorrelated with p1t, thenE(�0ixtp1t) = 0 (3.13)From (3.13) it is lear that the vetors �i and �1 are orthogonal. 1Now by maximization of Lagrange funtion�2(�i) = �0i��i � �(�0i�i)� 2�1(�0i��1) (3.14)where the � and �1 are the Lagrange multipliers, we �nd the seond prinipalomponent. So the maximizing � must satisfy��2��i j�i=�= 2�� � 2�� � 2���1 = 0: (3.15)1E(�0ixtp1t) = E(�0ixtp01t) = E(�0ixtx0t�1) = �0i��1 = �0i�1�1 = �1�0i�1 = 0.



3.2 Prinipal Components Analysis 25Therefore (3.15) implies the relation�01�� � ��01� � �1�01��1 = 0 (3.16)From (3.16) we get ��1 = 0sine �01�� = 0 and �01��1 = �1. Therefore � = 0 and � and � must to satisfy(3.6) and (3.7). So the seond prinipal omponent of xt isp2t = �02xt; t = 1; : : : ; Twhere the �2 is the eigenvetor of � orresponding to seond largest eigenvalue�2. We ontinue in this way to the Nth step.ConlusionIf �1 � �2 : : : � �N are ordered eigenvalues of � and �1; : : : ; �N are the orre-sponding eigenvetors, then� = 0BBBBB��1 0 : : : 00 �2 : : : 0... ... ...0 0 : : : �N
1CCCCCA ;� = (�1; �2; : : : ; �N)are the matries of ordered eigenvalues and eigenvetors. From relations �0� = Iand �� = �� we dediate that �0�� = �. Thus exist pt = (p1t; p2t; : : : ; pNt) 2,a vetor of orthogonal transformationpt = �0xt; t = 1; : : : ; T (3.17)2Properties of pt:* ov(pt) = � where � = diagf�1; : : : ; �Ng:* ith olumn �i of � satis�es (�� �iI)�i = 0:* The omponents of pt are unorrelated and pit has maximum variane among all nor-malized linear ombinations unorrelated with p1t; : : : ; pi�1t:



3.2 Prinipal Components Analysis 26that is alled the vetor of prinipal omponents of xt.In matrix notation the model is written asP = X�; (3.18)where X = (x1; : : : ; xT )0 is TxN matrix of data and P = (p1; : : : ; pT )0 is TxNmatrix of prinipal omponents.



3.3 Classial Fator Analysis 273.3 Classial Fator Analysis3.3.1 IntrodutionThe lassial fator analysis (CFA) is a multivariate statistial tehnique to applya single set of variables to redue a large set of variables to a more meaningful,smaller set of variables alled fators whih an aount for the orrelation of aset. The variables, that are orrelated with one another and they are also largelyindependent of other subsets of variables, are ombined into fators. The CFAis one of the most extended forms of fator analysis. The nature of the CFA isusing the method prinipal omponents analysis that is applied for orrelationmatrix in whih the diagonal elements are not ones, as in the PCA.3.3.2 De�nition of the ModelThe eah element of the observable vetor xt = (x1t; : : : ; xNt)0 an be written inq�fator model (q � N) as 3xit = ai1f1t + : : :+ aiqfqt + uit; t = 1; : : : ; T (3.19)where xit is the value of the t-th observation on the i-th variable, fkt is the t-thobservation on the k-th ommon fators, aik is the set of linear oe�ients alledthe fator loadings assoiated with fkt, and uit is similar to residual beause itis a part of xit not explained by the ommon fators.If a0i = (ai1; : : : ; aiq) is a vetor of fator loadings, then (3.19) an be ex-pressed as xit = a0ift + uit; t = 1; : : : ; T;where ft = (f1t; : : : ; fqt)0 is a vetor of q ommon fators.Let ut = (u1t; : : : ; uNt)0 is a vetor of N idiosynrati (spei�) omponentsof xt and ft is a vetor of q ommon fators. Then the model an be rewritten3We assume that E(xt) = �t = 0. If the E(xt) 6= 0, then xt = �t +Aft + ut.



3.3 Classial Fator Analysis 28in matrix notation as xt = Aft + ut t = 1; : : : ; T (3.20)X = FA0 + U; (3.21)where X = (x1; : : : ; xT )0 is TxN matrix of data, A = (a1; : : : ; aN )0 is Nxqmatrix of fator loadings, F = (f1; : : : ; fT )0 is Txq matrix of fators and U =(u1; : : : ; uT )0 is TxN matrix of spei� omponents.We shall assume that the vetor of unorrelated errors, ut, is distributed inde-pendently of ft, ov(ft; ut) = E(ftu0t) = 0, with mean E(ut) = 0 and ovarianematrix ov(ut) = E(utu0t) = 	;where 	 = diag( 21; : : : ;  2N).Furthermore, we assume that the vetor ft is taken as a random vetor withE(ft) = 0 and ov(ft) = E(ftf 0t) = 
:When we require 
 = I, the fators are said to be orthogonal. Oblique fators weobtain by replaing I by 
 , where 
 is not diagonal, positive de�nite orrelationmatrix.It follows from these assumptions that the ovariane matrix of observed Xfor oblique model is 4 ov(xt) = A
A0 +	 = � (3.22)and in the ase of the orthogonal fator model (� = I) the ovariane matrix isov(xt) = AA0 +	 = �:
4� = ov(xt) = E(xtx0t)� (E(xt))2 = E(xtx0t) = E((Aft + ut)(Aft + ut)0) = A
A0 +	.



3.3 Classial Fator Analysis 293.3.3 Estimation of the Fator ModelLet the lassial fator model in matrix notationX = FA0 + Usatis�es the assumption de�ned in previous setion. So the matries A (Nxq)and F (Txq) are both unknown.There are various riteria for determining the matrix of fator loadings andmatrix of fator sores, suh as method of prinipal omponents, maximum-likelihood, minres method (minimum residual) and unweighted least-squaresmethod. Bellow there are desribed only two most widely used methods.Prinipal Fator MethodThe prinipal fator method is the most ommonly used, and is the �default� inmost omputer programs. In this method, one extrats prinipal fators from aorrelation matrix with ommunalities in the diagonal. One the ommunalitiesare estimated (for the last time), the analysis proeeds as in prinipal omponentanalysis. The results are then alled prinipal axes.The unknown matrix of fator loadings A an be estimated by minimizingthe residual sum of squares: TXt=1 (xt � Aft)0(xt � Aft) (3.23)subjet to the onstraint A0A = Iq. Di�erentiating (3.23) with respet to Aand F yields the �rst order ondition (�IN � S) bAk = 0 for k = 1; : : : ; q, whereS = T�1PTt=1 xtx0t and bAi is the i'th olumn of bA: The matrix bA minimizesthe riterion funtion (3.23). Thus, the olumns of bA are the eigenvetors ofthe q largest eigenvalues of the matrix S. So the matrix bA is the PrinipalComponents estimator of A5.5This derivation of the fator loading for prinipal fator method was originated by Jolli�e(2004).



3.3 Classial Fator Analysis 30Maximum-likelihood MethodThe method of maximum-likelihood is a well-established and popular statistialproedure for estimating the unknown population parameters. This methodyields values of the estimators whih maximize the likelihood funtion of thesample.Under the assumption of a given number (q) of ommon fators and normallydistributed of xt; the method of maximum-likelihood is applied to get estimatorsof the fator loadings from the sample of N variables on the T observations. IfS = T�1PTt=1 xtx0t, the maximum-likelihood estimator minimizes the funtion`� = tr(S��1) + log(j�j)originated by Jöreskog (1969).Test of signi�ane for the number of fators should be the inseparable partof maximum-likelihood method, beause the impliit in the development of thefuntion `� is an assumption regarding this number. The test proedure isto rejet the hypothesis H0 of q fators if the value of Likelihood Ratio TestLR = �2[`�(� = S)�`�(� = bA bA0+b	)℄ exeeds the �2 for the desired signi�anelevel.In applying the forgoing test, it is neessary to know the degrees of freedomof �2 distribution. For the hypothesis H0 of q fators, the number of degrees offreedom is given by v = 0:5[(n� q)2 � n� q℄:3.3.4 Approximate Fator ModelThe assumptions of the lassial, also alled stati, fator model are restritivefor eonomi problems beause it assumes that N is �xed and muh smaller thanT , the uit are independent over time and are also independent aross i. Thusthe variane-ovariane matrix of ut, 	 = E(utu0t), is a diagonal matrix. Furtherlimitation is independene between the fators ft and idiosynrati omponentsuit.Chamberlain and Rothshild (1983) introdued an approximate fator modelwhih is more general than the stati model. The approximate fator model



3.3 Classial Fator Analysis 31relaxes the assumption of lassial fator analysis and it is also assumed thatnumber of variables (N) inreases to in�nity. An approximate fator modelallows for weakly serial and ross orrelation and heteroskedastiity of the id-iosynrati omponents. Finally, the weak dependene between fators and id-iosynrati omponents is allowed.Thus the approximate fator model in sense of Chamberlain and Rothshildmust have bounded eigenvalues for ovariane matrix 	.3.3.5 Criteria for Determining the Number of FatorsIn pratie, to determine the unknown number of fators is not so lear. Thereare some riteria for determining the number of fators whih ould help us tospeify the right number of fators.The number of ommon fators, k, is indiated by k largest eigenvalues oforrelation matrix R 6 of the sample. A part of total variane explained by thek ommon fators is �(k) = �Pki=1 �i� =N , where �i is i'th eigenvalues of R.To hoose all N fators enables to explain the total variane exatly beause�(N) = 1.7 Unfortunately, the limit for the explained variane indiates thesu�ient �t is unknown.Kaiser CriterionCriterion, originated by Kaiser in 1960, is a ommon rule for determining thenumber of fators of the fator analysis. The Kaiser rule means to drop allomponents with eigenvalues under the 1.0. Unfortunately it is a onservativeriterion whih is not exatly right, it may overestimate or underestimate thetrue number of fators.6Instead of eigenvalues of orrelation matrix it is possible to use the k largest eigenvaluesof ovariane matrix �.7�(N) = tr(R)=N = (PNi=1 �i)=N = N=N = 1.



3.3 Classial Fator Analysis 32Sree-testSree riterion, designed by Cattell (1966) is, in ontrast to the Kaiser riterion,a graphial rule for determining the number of fators. Sree-test illustrtaesthe number of fators as the X axis and the orresponding eigenvalues at the Yaxis. Cattell suggests to �nd an elbow on urve of eigenvalues where the smoothderease of eigenvalues appears to level o� to the right of the plot. This pointsays to drop all omponents after one starting point of the elbow.As the Kaiser riterion, the Sree test is not unambiguous riterion beausethe determining the elbow point an be fairly subjetive deision, the researhermay be tempted to set the number of fators desired by his researh.The Kaiser riterion and the Sree test are lassial methods for determiningthe number of fators based on the k largest eigenvalues of orrelation matrixR. But it an be shown that all eigenvalues of R inrease with N thus the testsbased on the sample of eigenvalues are not feasible.Bai and Ng's CriteriaFurther information riteria for speifying the number fators originated by Baiand Ng (2002) are not based on the sample of eigenvalues. It is a methodsuggested for approximate fator model as N and T onverge to in�nity.Let V (k) = (NT )�1PTt=1 bu0tbut is the sum of squared residuals (divided byNT ) from a k-fator model, where but = xt � b� bft is the vetor of estimatedidiosynrati errors. Bai and Nq suggest the following three information riteriafor determining the number of fators:ICp1(k) = ln[V (k)℄ + kN + TNT ln NTN + TICp2(k) = ln[V (k)℄ + kN + TNT lnC2NTICp3(k) = ln[V (k)℄ + k� lnC2NTC2NT � ;where C2NT = [minfN; Tg℄: Minimizing one of these information riteria in therange k = 0; 1; : : : ; kmax, where kmax is some pre-spei�ed upper bound for



3.3 Classial Fator Analysis 33number of fators, an onsistently estimate the true number of fators (q).Although the riteria suggested by Bai and Ng (2002) are not based on theeigenvalues, they have unfortunately some bad features. That is, they require thelarge dimensional approximate fator model and aording to Onatski (2006),Bai-Ng riteria tend to severely overestimate the true number of fators.3.3.6 Rotation MethodsThe idea of rotation is to simplify the fator struture by hanging the fatorloadings, suh that the interpretation of fator analysis is more understandable.Sine the alternative rotations may explain the same variane but have di�erentfator loadings, they are used to desribe the meaning of fators. Thereforethe interpretation of results of fator analysis depends on the applied rotationmethod. Rotation does not atually hange anything but may make the inter-pretation of the analysis easier.Two main types of rotation are used: orthogonal when the new axes are alsoorthogonal to eah other, and non-orthogonal (oblique) when the new axes arenot required to be orthogonal to eah other. If we hoose an oblique rotationthe fators are permitted to be orrelated with one another (ov(ft) = 
 ).By an orthogonal rotation the fators are not permitted to be orrelated (theyare orthogonal to one another =) ov(ft) = I). There are various rotationalorthogonal or oblique strategies that have been proposed.Orthogonal RotationAn orthogonal rotation is spei�ed by a rotation matrix denoted Q, where therows stand for the original fators and the olumns for the new (rotated) fators.A rotation matrix has the important property of being orthonormal beause itorresponds to a matrix of diretion osines and therefore Q0Q = I.Varimax rotation developed by Kaiser (1958), is the most popular orthogo-nal rotation method of fator axes whih tries to maximize the variane of eah



3.3 Classial Fator Analysis 34of the fators, so the total amount of variane aounted for is redistributed overthe extrated fators.Oblique RotationIn oblique rotations the new axes are free to take any position in the fatorspae, but the degree of orrelation allowed among fators is, in general, smallbeause two highly orrelated fators are better interpreted as only one fator.Oblique rotations, therefore, relax the orthogonality onstraint in order to gainsimpliity in the interpretation.Promax rotation is an alternative non-orthogonal rotation method whih hasthe advantage of being fast and oneptually simple and therefore is appropriatefor very large dataset.



3.4 Dynami Fator Analysis 353.4 Dynami Fator Analysis3.4.1 IntrodutionIn this setion we will review only brie�y the dynami fator analysis beausethis topi is not the main subjet of this master thesis for two reasons. First, thedynami fator models represent a rih area of empirial analysis whih annotbe surveyed in this thesis ompletely. Seond, dynami fator models require alarge number of variables what is the primary justi�ation. Atually, this is themajor reason why we do not use this method in this master thesis.In reent years, large-dimensional fator models have beome the most pop-ular type of fator analysis beause it has a lot of advantages in various respetsin omparison to the other methods.The dynami fator model, alled also index model, was propossed by Sargetand Sims (1977) and Geweke (1977). Eah variable in index model is repre-sented as a sum of ommon omponent and an idiosynrati omponent, whihis orthogonal at any lead and lags both to the ommon fators and to the id-iosynrati omponents of all other variables. But the mutual orthogonality ofthe idiosynrati omponents at any lead and lags auses the weakness of thismodel.Forni and Lippi (2001) and Forni, Hallin, Lippi and Reihlin (2000) suggesteda new model, generalized dynami fator model, whih provides a generalizationof index model by allowing for non-orthogonal idiosynrati terms. Three impor-tant features de�ne this model: it is a �nite dynami fator model; it is designedfor analysis of large ross setion of time series and it allows a orrelation betweenthe idiosynrati terms.3.4.2 Spei�ation of the ModelThe basi idea, in the dynami fator analysis, is that the every element ofthe vetor xt, xit, i 2 N , is represented as the sum of a ommon omponent�it and an idiosynrati omponent �it. The ommon omponent is driven by



3.4 Dynami Fator Analysis 36q�dimensional vetor of ommon fators ft = (f1t; : : : ; f 0qt), whih are loadedwith possibly di�erent oe�ients and lags:�it = bi1(L)f1t + bi2(L)f2t + : : :+ bq1(L)fqt:The generalized dynami fator model an be written in matrix notation asfollows: xt = �t + �t = B(L)ft + �t; (3.24)where �t = (�1t; : : : ; �Nt), �t = (�1t; : : : ; �Nt) and B(L) is a Nxq matrix of lagoperator whose (i; j) entry is bij(L):There are three approahes of foreasting in a dynami fator framework.First, Forni et al. (2000) show that the ommon omponent an be approximatedby projeting the vetor xt on the �rst q dynamial prinipal omponents of xt.But the disadvantage of this approah is that the dynami prinipal omponentsare not available at the beginning and at the end of the sample period. Forni etal. (2000) suggest an estimator of the dynami fators in the frequeny domain.The estimator is given by fx(�) = f�(�) + f�(�);where fx is the spetral density matrix of xt, f� is spetral density matrix of �tand f� is the spetral density matrix of �t.Seond, Stok and Watson (2002b) show that the ommon omponent anbe approximated by projeting the xt on the �rst r = q(s + 1) stati prinipalomponents of xt; where (s+1) is the number of the urrent and lagged values.Third, Forni et al. (2005) proposed two-step approah to solve the missingdata problem for dynami prinipal omponent at the end of the sample. In the�rst step the ovariane matrix of the ommon and idiosynrati omponent isestimated by the spetral deomposition and then generalized stati prinipalomponent of �t is alulated.



3.4 Dynami Fator Analysis 373.4.3 Appliations of Dynami Fator ModelsThe dynami fator models an be used to address di�erent eonomi issues.For instane, it has been suessfully applied in a number of papers to onstruteonomi indiator and also for foreasting and in �nanial and maroeonomiliterature to estimate in insurable risk. Reently they have been also applied tomaroeonomi analysis to respet in international business yle.EuroCOINTM8 and Chiago Fed National Ativity Index (CFNAI)9 are twomost important examples of monthly oinident business yle indiators on-struted by dynami fator analysis. The former is leading oinident indiatorof the euro area business yle onstruted by Altissimo et al. (2001). Thelatter one orresponds to the index of eonomi ativity developed by Stok andWatson (1999).The fator models are also used as the foreasting tool. Stok and Watson(2002) used an approximate fator model for the estimation of indexes and toonstrut foreasts for monthly U.S. maroeonomi time series. The variouseonomi variables in European Union have been foreasted by Marellino (2001)and also by Banerje (2005). Shneider and Spitzer (2004) produed short-termforeasts of real Austrian GDP using the generalized fator model. Artis et al.(2001) foreasted various real, nominal and �nanial variables for UK eonomy,Shumaher (2005) foreasted the German GDP and Reijer (2005) Duth GDPusing large sale fator models.The appliation of fator models in international business yle is the mostimportant for us. Helbling and Bayoumi (2003) identi�ed the international busi-ness yle among Group of Seven (G-7) ountries using the asymptoti dynamifator model. Eikmeier and Breitung (2005) investigated o-movements be-tween CEECs and the euro area by means of a large-sale dynami fator model.
8For more information see Appendix B.9See http://www.hiagofed.org/eonomi researh and data/fnai.fm.



3.5 Empirial Appliation of the Fator Analysis 383.5 Empirial Appliation of the Fator AnalysisOur empirial appliation addresses the reent disussion on whether the CEECsshould join European Monetary Union. One of the riteria that should be sat-is�ed is the synhronization of business yles. We investigate how importanteuro area fators are for the CEECs ompared to the urrent EMU members.We use a lassial (stati) fator model to study the degree of synhronizationbetween the CEECs and EMU ountries. Although the use of a stati fatormodel has some drawbaks, the use of more sophistiated approahes, as ap-proximate fator model or dynami fator model, is not possible. In the lassialfator model, the idiosynrati omponents are assumed to be unorrelated,whereas approximate fator model allows for the idiosynrati error terms. Butit is assumed that the number of variables in approximate fator model tends toin�nity. And the primary justi�ation of dynami fator model is large numberof variables as well. Therefore, the assumption of large number of variables forapproximate fator model and dynami fator model is not ful�lled, beause ourdata ontain only 28 variables. Therefore, we use the lassial fator model.3.5.1 Determining the Number of FatorsBefore the appliation of the fator analysis to data, it is neessary to determinethe number of fators. In setion 3.3.5, we speify three riteria for determiningthe number of fators. But we an use only two of them, beause the use ofBai and Ng's riteria is onditional by use of the approximate fator model.Therefore, we use only Kaiser riterion and Sree test that are unfortunatelyreliable riteria for determining the number of fators.Kaiser CriterionFrom Figure 3.1 that illustrates 28 eigenvalues of the orrelation matrix is ap-parent, that seven eigenvalues of orrelation matrix are greater than 1, thereforethe Kaiser riterion determines the seven fators used in the fator analysis.Seven fators spei�ed by Kaiser riterion explain 84:5% of variane if we



3.5 Empirial Appliation of the Fator Analysis 39use the prinipal fator method and 78:88% of variane in ase of the maximum-likelihood method (Table 3.1).
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Figure 3.1: Kaiser riterion.
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Figure 3.2: Sree test.Sree test represents the number of eigenvalues in X axis and orrespondingvalues in dereasing order on Y axis. If we hoose Sree test for determining the



3.5 Empirial Appliation of the Fator Analysis 40number of fators, we an �nd a ouple of elbows on the urve of eigenvalues(Figure 3.2). Therefore, it is lear, that Sree test is not unambiguous riterionfor speifying the number of fators. From Figure 3.2 it is apparent, that we anhoose one, three, �ve or eight number of fators.Sine both riteria (Kaiser and Sree test) determine the di�erent numbersof fators, emerging the question whih riterion to use. The Kaiser riterionretains too many fators, while Sree test underestimates the number of fators.An important additional aspet is the extent to whih a solution is interpretable.Therefore, both riteria are not reliable.The number Prinipal fator Maximum-likelihoodof fators method method1 0.3602 0.34062 0.4979 0.46183 0.6157 0.57784 0.7032 0.64885 0.7599 0.70936 0.8077 0.74347 0.845 0.78888 0.8717 0.80929 0.8974 0.834610 0.9153 0.8674Table 3.1: Perentage of variane explained by the �rst ten fators.The Table 3.1 represents perentage of variane explained by the �rst tenfators if it is used prinipal fator method or maximum-likelihood method. Thenumber of fators is spei�ed in �rst olumn of the table.10 Well, the Table 3.1illustrates how the number of fators a�ets the perent of explained variane.The perent of the explained variane is the same for rotated and unrotatedmethod, beause the idea of the rotation is to simplify the fator struture notto improve the explained variane.This table an help us to deide how many fators we use in fator analysis. Itis lear, that the explained variane inreases with inreased number of fators.10The variane shares of prinipal fator method in Table 3.1 is equal to expression fromsetion 3.3.5: �(k) = �Pki=1 �i� =N , where �i is i'th eigenvalues of orrelation matrix and Nis number of observations.



3.5 Empirial Appliation of the Fator Analysis 41To use only one fator is not orret, beause the business yle in Europe isnot driven only by one fator. We hoose three fators, beause the di�erenesbetween the explained varianes are fewer and fewer with inreased number offators. Another reason is that two fators explain relatively low share of thetotal variane (49:79%), whereas three fators aount for 61:57%.3.5.2 Prinipal Fator MethodFirst, we applied prinipal fator method for estimating unknown matrix offator loadings and fator sores. We estimated three fators as explained before.The fator loadings of these fators are illustrated in Figure 3.3.
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Figure 3.3: Prinipal fator method: Fator loadings.Figure 3.3 makes visible that every fator has a partiular meaning, beausethe values of fator loadings are di�erent and depend on the ountry.Spei�ally, the �rst fator desribes euro area ountries, beause the fator



3.5 Empirial Appliation of the Fator Analysis 42loadings of �rst fator reah the highest values for ountries from the euro area(Luxemburg, Portugal, Belgium, et.). Among CEECs, Poland, Hungary andSlovenia have the highest value of the �rst fator. Other ountries from Centraland Eastern Europe have negative value of the fator loadings of the �rst fator.The seond fator is harateristi for Balti states and Slovakia. The thirdfator we an term as idiosynrati or regional fator, beause its fator loadingsreah the lowest value among all the fators and the Netherlands, Estonia andLatvia have the highest (negative) value.The �ndings implied from Figure 3.3 are also on�rmed by Table 3.2. Thetable shows how muh of the variane of output growth in CEECs and EMUountries is explained by 3 ommon fators.From Table 3.2 it is lear that on average, the �rst fator explains a largepart of output growth in EMU ountries (50%) ompared to CEECs (17:43%).Among CEECs the largest variane shares explained by the �rst fator are ex-hibited by Hungary, Slovenia and Poland. This implies that these ountries arehighly synhronized with eonomies of the euro area. Therefore, from Table 3.2implies that the �rst fator an be interpreted as the euro area fator. For exam-ple, the �rst fator aounts for more than 60% of the output growth of Frane,Luxemburg and Germany. Canada is losely orrelated with euro area, beausethe fator loading and variane share is the highest among the all non-Europeanountries.On the ontrary, the seond fator an be interpreted as the fator of CEECs,beause it explains a large part of output growth for some ountries of Centraland Eastern Europe. The highest shares of variane are aounted for by theseond fator mainly for the Balti states and Slovakia. Spei�ally, 62:43%of the output growth of Estonia, 40:86% of Slovakia, 45:96% of Lithuania areexplained by the seond fator. On average, the seond fator explains a largepart of growth (44:89%) in CEECs ompared to the �rst fator (17:44%). Theexeptions are Hungary, Poland and Slovenia whih are desribed by the �rstfator.The third fator is idiosynrati, beause the variane shares are so low. The



3.5 Empirial Appliation of the Fator Analysis 43Netherlands has the highest variane share whih is not explained by the �rsttwo fators. Sine the third fator improves the explained part of output growthfor some ountries (the Netherlands, Latvia and Hungary), it an be interpretedas regional fator.Country Prinipal fator methodFirst Fator Seond Fator Third Fator All fatorsAustria 0.5635 0.0004 0.0142 0.5781Belgium 0.4528 0.0163 0.0216 0.4907Germany 0.6615 0.0174 0.0539 0.7327Spain 0.3450 0.1856 0.0207 0.5513Finland 0.4296 0.1513 0.0629 0.6438Frane 0.7802 0.0736 0.0804 0.9342Italy 0.5853 0.0045 0.1970 0.7868Netherlands 0.0070 0.0565 0.3358 0.3993Portugal 0.5010 0.2333 0.0378 0.7722Luxemburg 0.6802 0.0267 0.0073 0.7143Sweden 0.6045 0.0026 0.0014 0.6085Switzerland 0.5726 0.1256 0.1048 0.8030Norway 0.1614 0.3237 0.0706 0.5558Denmark 0.3529 0.1129 0.0963 0.5623UK 0.6068 0.0114 0.0009 0.6191USA 0.5123 0.0397 0.2439 0.7960Canada 0.7327 0.0212 0.0051 0.7591Japan 0.0010 0.2272 0.0058 0.2340Australia 0.1256 0.0045 0.4068 0.5370New Zealand 0.0133 0.0243 0.0165 0.0541Czeh Republi 0.1025 0.0269 0.0065 0.1359Estonia 0.0003 0.6243 0.2349 0.8594Hungary 0.3407 0.0257 0.3421 0.7085Latvia 0.0180 0.4845 0.3073 0.8098Lithuania 0.2082 0.4596 0.0135 0.6813Poland 0.2323 0.1480 0.1119 0.4923Slovakia 0.2003 0.4086 0.1937 0.8027Slovenia 0.2926 0.0188 0.3074 0.6188Total variane 0.3602 0.1377 0.1179 0.6157Table 3.2: The variane shares explained by the �rst, the seond and the thirdfator and by all fators together in individual ountries for the prinipal fatormethod.In general, the �rst fator is often interpreted as a ommon business yle.Following the previous �ndings about the �rst fator, we an suppose that the
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Figure 3.4: Comparison of EuroCOINTM (dot-and-dashed line) and the �rstfator (solid line) of the prinipal fator method.�rst fator is losely linked with the euro area business yle. Therefore, weompare the �rst fator with leading oinident indiator of the euro area busi-ness yle. Indeed, as it is obvious from Figure 3.411, our �rst fator is highlyorrelated with EuroCOINTM 12; 13 and therefore it an be really interpreted aseuro area business yle.3.5.3 Maximum-likelihood MethodWe also applied maximum-likelihood method for estimating the fator loadingsand fator sores. We estimated three fators and aording to Likelihood RatioTest de�ned in setion 3.3.2 it is the su�ient number of fators. First, we usethe maximum-likelihood method without rotation, but the fator struture isnot simply. Therefore we use varimax rotation to hange the fator strutureand to make the interpretation of fators more understandable.11The monthly EuroCOINTM series was onverted into a quarterly series and it was nor-malized to have mean of zero and variane of one.12Classial orrelation between normalized �rst fator and normalized EuroCOINTM equalsto 0.7714.13For more information about EuroCOINTM see Appendix B.



3.5 Empirial Appliation of the Fator Analysis 45The fator loadings of maximum-likelihood method with rotation are pre-sented in Figure 3.5. The Table 3.3 shows shares of variane of output growthexplained by the ommon fators for maximum-likelihood method with rota-tion and also without rotation. The maximum-likelihood method aounts for57:79% of total variane.Country ML Rotate ML Unrotate All1.Fator 2.Fator 3.Fator 1.Fator 2.Fator 3.Fator FatorsAustria 0.3434 0.2317 0.0215 0.4725 0.0002 0.1239 0.5966Belgium 0.4314 0.0342 0.0112 0.4066 0.0678 0.0023 0.4767Germany 0.5864 0.0863 0.0144 0.5772 0.0924 0.0174 0.6871Spain 0.4015 0.0026 0.1314 0.4587 0.0447 0.0322 0.5356Finland 0.1861 0.4198 0.0297 0.2493 0.0872 0.299 0.6356Frane 0.9059 0.0063 0.0650 0.9629 0.0008 0.0135 0.9772Italy 0.7698 0.0004 0.0181 0.654 0.1094 0.0249 0.7883Netherlands 0.0267 0.2289 0.0003 0.0042 0 0.2517 0.256Portugal 0.3041 0.0925 0.3139 0.5113 0.1648 0.0343 0.7105Luxemburg 0.5406 0.078 0.0285 0.6315 0.0002 0.0154 0.6471Sweden 0.4688 0.1126 0.0007 0.5256 0.0207 0.0359 0.5822Switzerland 0.5407 0.0917 0.1118 0.4665 0.2559 0.0217 0.7441Norway 0.0304 0.2794 0.1468 0.0331 0.1908 0.2327 0.4566Denmark 0.1081 0.3599 0.0122 0.1652 0.044 0.2711 0.4802UK 0.441 0.1947 0.0020 0.5334 0.0162 0.0882 0.6378USA 0.1352 0.6803 0.0107 0.2888 0.0004 0.5369 0.8261Canada 0.5991 0.0893 0.0273 0.6967 0.0008 0.0183 0.7158Japan 0.0007 0.0242 0.1108 0.0004 0.1137 0.0217 0.1358Australia 0.0001 0.3833 0.0658 0.0294 0.0499 0.3699 0.4492New Zealand 0.0135 0.0037 0.0182 0.0169 0.0116 0.007 0.0355Czeh Republi 0.0774 0.0082 0.0088 0.0928 0.0006 0.001 0.0944Estonia 0.0317 0.0088 0.8708 0.0042 0.8909 0.0162 0.9113Hungary 0.5239 0.0059 0.0928 0.3646 0.2087 0.0494 0.6227Latvia 0.0061 0.0522 0.7031 0.0272 0.6772 0.0571 0.7614Lithuania 0.1600 0.0013 0.4798 0.3006 0.3382 0.0022 0.641Poland 0.0553 0.3919 0.0199 0.0994 0.0482 0.3194 0.4671Slovakia 0.4499 0.1538 0.2112 0.4457 0.0982 0.2711 0.8149Slovenia 0.0385 0.4394 0.0158 0.1204 0.0022 0.371 0.4936Total variane 0.2920 0.1593 0.1265 0.3264 0.1263 0.1252 0.5779Table 3.3: The variane shares explained by the �rst, the seond and the thirdfator and by all fators together in individual ountries for the maximum-likelihood method.From Table 3.3 and from Figure 3.5 it is obvious that the �rst fator an be



3.5 Empirial Appliation of the Fator Analysis 46interpreted as euro area fator, beause the ountries of euro area (Frane, Italy,Luxemburg, Belgium, et.) reah the highest positive value of its fator load-ings. Among CEECs only Hungary, Poland, Slovenia and Estonia have positivefator loadings belonging to the �rst fator. On the ontrary, fator loadingsof Slovakia, Latvia and Lithuania are negative, what on�rms the negative o-rrelation between these ountries and euro area. The �rst fator explains alarge part of output growth in EMU ountries (44:96%) ompared to CEECs(16:79%). Among CEECs the largest variane shares explained by �rst fatorare exhibited by Hungary, following Slovakia. Let's remember that Slovakia hasa negative fator loading.
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Figure 3.5: Maximum-likelihood method-rotate: Fator loadings.The seond fator represents the relationship between European ountriesand the USA, beause the USA is a leading ountry of the seond fator. Thefator loading of the USA is the highest and also variane shares aounted forby the seond fator are also the highest.The large part of output growth in Balti states (Estonia: 87:01%, Latvia:70:31% and Lithuania: 47:98%) and Slovakia (21:12%) is explained by the third



3.5 Empirial Appliation of the Fator Analysis 47fator. All of these ountries also reah the highest value of the fator loadings.Well, we an interpret the third fator as a fator of Balti states and Slovakia.
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Figure 3.6: Comparison of EuroCOINTM (dot-and-dashed line) and the �rstfator (solid line) of the maximum-likelihood method.As well as in the ase of prinipal fator method, we ompare the �rst fatorof maximum-likelihood method with leading oinident indiator of euro areabusiness yle, EuroCOINTM. As it is obvious from Figure 3.6, the �rst fator ishighly orrelated with indiator of euro area business yle. The stati orrela-tion14 between EuroCOINTM and �rst fator equals 70:61%: Therefore, the �rstfator an be interpreted as the euro area business yle.3.5.4 Conlusions from the Appliation of the Fator Ana-lysisThe �rst step to estimate the unknown fator loadings and fator sores is todetermine the number of fators. We use two riteria for speifying the number offators: Kaiser riterion and Sree test. However, these riteria are not reliable,14We use stati orrelation, beause we use lassial (stati) fator model. Stati fatormodel does not allow for dynamis, therefore we an not use the dynami orrelation.



3.5 Empirial Appliation of the Fator Analysis 48beause they determine the di�erent number of fators. Finally, we deided touse three fators, beause three fators su�iently explained the variane.The both applied methods, prinipal fator method and maximum-likelihoodmethod, present look-like results. Three fators generated by prinipal fatormethod aount for 61:57% of total variane and three fators of the maximum-likelihood fator aount for 55:79% of total variane. Among all ountries,the explained variane of Frane, following Estonia, Latvia, Switzerland andSlovakia is higher than 80% in ase of prinipal fator method. Among allountries, Frane, following Estonia, the USA and Slovakia have the highestvariane shares explained by maximum-likelihood method.The fator that is estimated as the �rst one by both method an be inter-preted as euro area fator, beause it mainly aounts for the output growth ofEMU ountries. The fator estimated by prinipal fator method is also har-ateristi only for three ountries from Central and Eastern Europe: Hungary,Poland and Slovenia. Other CEECs have a negative fator loadings of �rstfator. That means, Hungary, Poland and Slovenia have a business yle simi-lar to euro area business yle. Hovewer, Slovakia, Latvia and Lithuania havenegative orrelation with EMU ountries.One of another two fators desribes Central and Eastern ountries, espe-ially Balti states and Slovakia. Hungary, Poland and Slovenia is aounted forby the euro area fator and the Czeh Republi is a spei� ase, beause it hasthe lowest variane share among all European ountries and the fator loadingsreah very low values.The �rst fator is interpreted as the euro area fator, therefore we omparethe �rst fator with EuroCOINTM, whih is the indiator of euro are businessyle. The Figures 3.4 and 3.6 and the relatively high stati orrelation betweenthe �rst fator and EuroCOINTM indiate the intensive relation between them.



Chapter 4Results and ConlusionsThis master thesis examines the business yle synhronization in the new EUmembers of Central and Eastern Europe and ountries of the euro area. Fromthe perspetive of ommon monetary poliy, it is relevant to know how theountries are synhronized.We inluded in our study the data of GDP at a quarterly frequeny for 24OECD ountries and for 3 Balti ountries plus Slovenia. For our analysis weused the softwer MATLAB, beause the method of fator analysis is inbuilt init. The soures of another needs matlab �les are web 1 and also some of theauthors of related papers who responded to my request for help. Espeially, Iwould like to thank Sandra Eikmeier, Jörg Breitung and Maro Lippi for theirvaluable advises.The main goal was to assess the urrent degree of synhronization of theCEECs and to see what extent they are satisfying one of the OCA riteria,namely, the synhronization of their business yle with the euro area. We usedtwo approahes for desription of business yle synhronization aross Europe:dynami orrelation analysis and stati fator analysis.Firstly, we applied the dynami orrelation analysis whih provide an infor-mation on existene of synhronization between the euro area and CEECs. On1Bai-Ng riteria: http://www-personal.umih.edu/�ngse/researh.htmlCorrelation analysis: http://www.eonomia.unimore.it/forni_mario/matlab.htm49



50average, business yle orrelation between the NMS and the euro area are lowerthan orrelation between EMU ountries and the euro area.We start with EMU ountries, whih an we spilt into two groups: the �ore�ountries (Austria, Belgium, Germany, Spian, Frane, Italy and Luxemburg)whih show a higher dynami orrelation with euro area output growth, and�peripheral� ountries (Finland, Portugal and the Netherlands) whih exhibit alower synhronization. The reason of these di�erenes ould be that the periph-eral ountries joined to EMU muh later.Aording to our analysis, we an spilt CEECs into three groups: Hungary,Slovenia and Poland whih are more suitable aession andidates than otherNMS, beause they are the most synhronized; Latvia and Estonia whih areless synhronized; and Slovakia, Lithuania and the Czeh Republi whih arenegative orrelated with EMU ountries.Our empirial analysis also provides the information about the ohesionwithin Europe, whih illustrates the synhronization aross ountries. The o-hesion aross Balti states is the highest and relatively high ohesion is hara-teristi also for EMU ountries. On the other hand, the synhronization arossCEECs and aross V4 ountries are low.Seondly, we use the stati fator model, whih is being inreasingly em-ployed. The basi underlying idea is that ommon movement in a ross-setionan be aptured by ommon fators. But the main drawbak of using a statifator model is that it does not allow for dynamis in the relationship betweenthe eonomi variables and fators. Therefore, many studies have used insteadof variants of a dynami fator model.The �rst fator estimated by fator analysis an be interpreted as the euroarea fator, beause it mainly aounts for the output growth of EMU ountries.The �rst fator estimated by prinipal fator method is also harateristi onlyfor three ountries from Central and Eastern Europe: Hungary, Poland andSlovenia. Other CEECs have a negative fator loadings of �rst fator. Thatmeans, Hungary, Poland and Slovenia have a business yle similar to euroarea business yle. Hovewer, Slovakia, Latvia and Lithuania have negative



51orrelation with EMU ountries.One of another two fators desribes Central and Eastern ountries, espe-ially Balti states and Slovakia. Hungary, Poland and Slovenia is aounted forby the euro area fator and the Czeh Republi is a spei� ase, beause it hasthe lowest variane share among all European ountries and the fator loadingsof all three fators reah very low values.Aording to our analysis, Hungary, Poland and Slovenia are more suitableaession andidates than other NMS. Of those ountries, Hungary is partiu-larly deeply integrated in terms of trade and FDI and exhibit industry struturesare similar to those in the euro area. The Slovenian eonomy is losely onnetedthrough trade with the euro area.The low synhronization of the Czeh Republi and Slovakia is due to theinsu�ient reforms and maroeonomi imbalane in the �rst half of the 1990s,leading to urreny risis in the Czeh Republi and in Slovakia in 1997 and in1998. These ountries will most probably reah as high level of synhronizationas leading CEECs in the oming years.



Appendix ADataThis appendix desribes the main guidelines followed setting up the databasewhih has been used for analysing.We inlude in our study the data of GDP at a quarterly frequeny for 24OECD ountries and for 3 Balti ountries plus Slovenia. The main soure of thedata is International Finanial Statistis servie of the International MonetaryFound, Washington (WIFO database)1.The sample of OECD ountries inludes Austria, Belgium, Denmark, Ger-many, Spain, Finland, Frane, United Kingdom, Italy, the Netherlands, Portu-gal, Sweden, Switzerland, Norway, Luxemburg, the Czeh Republi, Hungary,Slovak Republi, Poland, the USA, Canada, Japan, Australia, New Zealand.Thus, our data set exludes Greee and Ireland for reason of data unavailabil-ity and Mexio, Ieland, Turkey and Korea whih are not signi�ant for ouranalysis. Estonia, Latvia and Lithuania belong to data set of Balti ountries.Overall, we inlude N = 28 quarterly series.The reliable time series of our data set are unfortunately available fromdi�erent starting points. They are disposable only from the beginning of the1990s and for some ountries, data availability is even more limited. The samplerange for all ountries was onstrained by availability of data for Hungary andPoland, whih start in 1Q1995. So in our estimation the sample ranges from1WIFO - Austrian Institute of Eonomi Researh.52



531Q1995 to 4Q2005.Firstly, the data have been seasonally adjusted using the X12ARIMAmethod.And then for this analysis we use log di�erened data in order to render the datastationarity.Finally, the series are olleted in the Nx1 vetors xt (t = 1; 2; : : : ; T ),where N = 28 represents the number of variables and T = 40 number of theobservations. So prepared data set is appropriate for the analysis.



Appendix BEuroCOINTM
�The EuroCOINTM is the leading oinident indiator of the euro area businessyle available in real time. The indiator provides an estimate of the monthlygrowth of euro area GDP � after the removal of measurement errors, seasonaland other short-run �utuations. The indiator is available very quikly, wellbefore the GDP numbers are released.� 1The existene of the indiator is reasonable, beause the only looking atGDP an be misleading. Whereas euro area GDP growth may be in�uened byseasonal e�ets or by fators a�eting only a partiular setor or a partiularountry. An additional problem with GDP growth is that it does not provide aninformation about the monthly eonomi ativity by reason that it is measuredat quarterly frequeny. Thus, the EuroCOINTM measured at monthly frequenyis the best equipment to desribe the euro business yle.Therefore, the EuroCOINTM is often used as a leading indiator for theeonomi development in the euro area. It is also used for the assessment theurrent state of the business yle in the euro area and also for the establishmentof histori dating of expansions and reessions.EuroCOINTM, monthly oinident indiator of the business yle of the euroarea, was onstruted by Altissimo et al. in 2001. They used GDP, industrial1Soure: http://www.epr.org/data/eurooin/.54



55prodution and pries for di�erent setors and ountries, �nanial variables, andother maroeonomi data for six European ountries in the estimation of theindiator.The graph of the indiator represents the euro area business yle. Theinterpretation of the graph is so intuitive. If the graph has a positive slope,the rate of growth is inreasing. A negative slope indiates dereasing rate ofgrowth. The negative value of the indiator indiates falling eonomi ativity.If the EuroCOINTM is positive but less (more) than the historial average ofGDP, it is rising (dereasing) at a slower rate than average of GDP.
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Figure B.1: The omparison of EuroCOINTM and GDP of the euro area: 1988�2005The Figure B.1 represents the omparison of EuroCOINTM and GDP of theeuro area from 1988 to 2005. This �gure proves all propositions about the leadingoinident indiator of the euro area business yle desribed above.Thus, we an see from the �gure that EuroCOINTM is lean from seasonaland short-run e�ets in spite of GDP. It is also lear that there are 4 periods ofreession in the euro area from 1988 to 2005. The starting and ending pointsof reession respetively is de�ned as the turning points of the yle and theyare also illustrated in �gure. By means of the dashed line that represents the



56historial average of euro area GDP we an detet the periods with low or highgrowth.This appendix introdue the main guidelines following the EuroCOINTM -leading oinident indiator of euro area business yle published eah month byCEPR2. Thus, it should be the best omparing riterion for the results of ouranalysis.

2CEPR: Centrum for Eonomi Poliy Researh.
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