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Qualitative Properties of Positive Solutions of Parabolic

Equations: Symmetry, A priori Estimates,

and Blow-up Rates

by Juraj Földes

ABSTRACT

In this work, we study qualitative properties of non-negative solutions of quasi-

linear parabolic equations on bounded and unbounded domains. In the first part,

using the method of moving hyperplanes, we establish new nonlinear Liouville

theorems for parabolic problems on half spaces. Based on the Liouville theorems

and scaling techniques, we derive estimates for the blow-up rates of positive so-

lutions of indefinite parabolic problems in bounded and unbounded domains. As

a consequence, we obtain new results on the complete blow-up of these solutions

and results for the a priori estimates for positive solutions of indefinite elliptic

problems.

In the next part, we employ the method of moving hyperplanes, maximum

principle, and Harnack inequality to study symmetry properties of positive so-

lution of asymptotically symmetric quasilinear parabolic problems in the whole

space. As the result, we prove that if the problem converges exponentially to

a symmetric one, then the solution converges to the space of symmetric func-

tions. We also show that this result does not hold true, if the convergence is not

exponential.
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Kvalitat́ıvne vlastnosti kladných riešeńı parabolických

rovńıc: symetria, apriórne odhady a blow-up

Juraj Földes

ABSTRAKT

V predkladanej práci študujeme kvalitat́ıvne vlastnosti nezáporných riešeńı

kvázilineárnych parabolických rovńıc na ohraničených ako aj neohraničených o-

blastiach. V prvej časti dokážeme nové Liouvillove vety pre nelineárne para-

bolické rovnice na polpriestoroch s použit́ım metódy pohyblivých nadrov́ın. Na

základe týchto viet a s využit́ım škálovania odvod́ıme odhady pre kladné riešenia

divergujúce v konečnom čase, ktoré riešia indefinitné parabolické problémy na

ohraničených alebo neohraničených oblastiach. Ako dôsledok dostaneme nové

výsledky pre kompletný “blow-up” týchto riešeńı, ako aj apriórne odhady pre

kladné riešenia indefinitných eliptických problémov.

V nasledujúcej časti použijeme metódu pohyblivých nadrov́ın, prinćıp maxi-

ma a Harnackovu nerovnost’ na štúdium symetríı kladných riešeńı asymptoticky

symetrických, kvázilineárnych parabolických problémov definovaných na celom

priestore. Ako hlavný výsledok dokážeme, že riešenie konverguje k priestoru syme-

trický funkcíı, pokial’ samotný problém konverguje exponenciálne k symetrickému

problému. Taktiež ukážeme, že toto tvrdenie vo všeobecnosti neplat́ı, pokial’

nevyžadujeme exponenciálnu konvergenciu.
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Preface

The basic idea of the qualitative theory of differential equations is to investigate

properties of solutions of the problem directly from equations, that is, without

knowing explicit form of the solutions. Nowadays, one can solve many problems

numerically, however many interesting and important problems stays beyond the

reach of current computational capacities. Qualitative theory provides theoretical

framework for various numerical algorithms, it can also simplify the problem, for

example by the use of symmetries, or it can support the validity of the answer.

Also, it is often more revealing to know properties of the solution than the ex-

plicit formula. For example, it is rather difficult to see periodicity of trigonomet-

ric functions merely by observing their expansions into infinite series. Moreover,

knowing certain properties, such as boundedness or decay at infinity, allows one

to use theorems and techniques that might not be available for general functions.

This work attempts to refine the results on asymptotic properties of solution

to parabolic partial differential equations. More specifically, in the first part we

establish blow-up rates for solutions that cease to exist in a finite time. Such

problems were studied extensively in the recent years under various assumptions

on equations and domains. To the author’s best knowledge, this work contains so

far unknown results for solutions of nonlinear indefinite problems for which the

nonlinearity can change the sign on the boundary of the domain. The proof uses

new Liouville type theorems for nonlinear problems on half spaces that can be

of independent interest in other parts of mathematics. Since solutions of elliptic

problems can be viewed as equilibria of the parabolic ones, our results apply to
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them and we obtain a priori estimates for solutions of indefinite elliptic problems.

In the second part, we investigate the question, whether the symmetry of the

problem implies the symmetry of solutions. An affirmative answer for this ques-

tion was established for many elliptic and parabolic problems on bounded and

unbounded domains. The standing assumption was that the equation as well

as the domain was symmetric. Here, we consider evolutionary equations on the

whole space that are asymptotically symmetric rather than symmetric, that is,

the equation converges to a symmetric one. We prove that if the convergence is

exponential, then the solution approaches the space of radially symmetric func-

tions with the common origin. However, if the convergence is not exponential,

then the limiting profiles do not necessarily share the same origin.

The rest of the work is organized as follows. Chapter 1 discusses estimates

for the blow-up rates. In Section 1.1, we formulate the problem, describe known

results, and state our theorems and their possible extensions. Section 1.2 contains

parabolic Liouville theorems and in Section 1.4, we formulate doubling lemma and

we prove our main results.

Chapter 2 has similar structure. First, in Section 2.1 we formulate the sym-

metry problem, and we briefly discuss its history. In Section 2.2, we state our

main symmetry results. Section 2.3 contains general linear estimates of parabolic

problems and in Section 2.4 we prove the symmetry results.

Most results in this work are included in [22] for a priori estimates and in [24]

for asymptotically symmetric problems.
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Chapter 1

Liouville theorems and a priori

estimates

1.1 Introduction

In this chapter we consider the problem

ut = ∆u+ a(x)|u|p−1u, (x, t) ∈ Ω× (0, T ) ,

u = 0, (x, t) ∈ ∂Ω× (0, T ) ,
(1.1)

which, if needed, is completed with an initial condition

u(·, 0) = u0(·) ∈ L∞(Ω) . (1.2)

We assume that Ω is a smooth domain in RN and p > 1. Furthermore, we suppose

that a : Ω̄ → R belongs to C2(Ω̄) and

if lim
k→∞

a(xk) = 0, then lim sup
k→∞

|∇a(xk)| > 0 . (1.3)

Here, Ck(D) denotes the space of k-times differentiable, bounded functions on

D ⊂ RN , with bounded, continuous derivatives up to kth order.

2
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If Ω is bounded and if we denote

Γ := {x ∈ Ω̄ : a(x) = 0}, (1.4)

Ω+ := {x ∈ Ω : a(x) > 0}, (1.5)

Ω− := {x ∈ Ω : a(x) < 0} , (1.6)

then (1.3) is equivalent to

|∇a(x)| 6= 0 (x ∈ Γ) , (1.7)

that is, a has nondegenerate zeros in Ω̄. Since u0 and a are bounded, standard

results [44] yield the unique, strong solution of the problem (1.1), (1.2), with

the maximal existence time Tmax ∈ (0,∞]. Moreover, by regularity results, if

Tmax < ∞, then ‖u(·, t)‖L∞(Ω) → ∞ as t → Tmax. We do not indicate the

dependence of Tmax on u0 if no confusion seems possible. Here and in the rest of

the work we assume T ∈ (0, Tmax].

As a main result of this chapter, we derive an upper bound for the blow-up rate

of nonnegative solutions of (1.1). The blow-up rates and related a priori estimates

were studied under various assumptions on a, Ω and u in [1, 21, 26, 34, 30, 31,

32, 45, 55, 57, 58, 67, 65, 66], see also references therein. We just briefly describe

the results directly connected to our results. First, Friedman and McLeod [26]

studied blowing up solutions (Tmax <∞) of the problem

ut = ∆u+ |u|p−1u, (x, t) ∈ Ω× (0, T ) ,

u = 0, (x, t) ∈ ∂Ω× (0, T ) ,
(1.8)

with T = Tmax, and the initial condition (1.2). They proved

|u(x, t)| ≤ C(1 + (Tmax − t)−
1

p−1 ) (x ∈ Ω) , (1.9)

where Ω is a bounded convex domain, p > 1, and u is positive, increasing (in time)
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solution of (1.8). These results were generalized by Giga and Kohn [30] and later

by Giga et al. [31, 32]. With the help of localized energy estimates and iterative

arguments, they proved that (1.9) holds true if Ω is a bounded convex domain or

Ω = RN , u is, not necessarily positive, solution of (1.8), (1.2), and 1 < p < pS,

where

pS = pS(N) :=




∞ N ≤ 2 ,

N+2
N−2

N ≥ 3 .

In [20] Fila and Souplet employed scaling and Fujita type results to remove the

assumption on convexity of Ω and they established (1.9) for all positive solutions

of (1.8), (1.2), and 1 < p ≤ 1 + 2
N+1

.

Finally, Poláčik et al. [55] investigated positive solutions of (1.8) with suffi-

ciently smooth domain Ω ⊂ RN and 1 < p < pB, where

pB = pB(N) :=




∞ N ≤ 1 ,

N(N+2)
(N−1)2

N ≥ 2 .
(1.10)

Using scaling, doubling lemma and Liouville theorems they obtained

u(x, t) ≤ C(1 + t−
1

(p−1) + (T − t)−
1

(p−1) ) ((x, t) ∈ Ω× (0, T )) , (1.11)

where C is a universal constant depending only on p, N and Ω. We remark that

the estimates for the initial blow-up rate were previously established by Bidaut-

Véron [13] (see also [5]) for 1 < p < pB and Ω = RN . Some estimates on the

initial blow-up rates for bounded Ω were proved by Quittner et al. [59].

The first a priori estimates for positive solutions of (1.1), (1.2) with sign-

changing a were derived in the form (see [57] and references therein)

‖u(·, t)‖L∞(Ω) ≤ C(‖u0‖L∞(Ω), δ, N, p,Ω, a)

(t ∈ [0, Tmax − δ], δ > 0, Tmax <∞) . (1.12)
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Later, Xing [67] obtained an upper estimate for the blow-up rate, of positive

solutions of (1.1), (1.2)

u(x, t) ≤ C(1 + (Tmax − t)−
3

2(p−1) ) ((x, t) ∈ Ω× (0, Tmax), Tmax <∞)

when Ω is bounded, 1 < p < pB and Γ ⊂ Ω, that is, when a does not vanish on

∂Ω. Here C depends on ‖u0‖L∞(Ω), N , p, Ω, a.

The next theorem refines the results in [67] in various directions. It includes

unbounded domains and it allows for a very general behavior of a on ∂Ω. In

addition it also yields an estimate for the initial blow-up rate. Denote νΩ(x) the

unit outward normal vector to ∂Ω at x.

Theorem 1.1.1. Let Ω be a uniformly regular domain of class C2 in RN (cf. [4])

and let 1 < p < pB. Suppose that a ∈ C2(Ω̄) satisfies (1.3) and

∣∣∣∣
∇a(x0)

|∇a(x0)| − νΩ(x0)

∣∣∣∣ ≥ c̃ > 0 (x0 ∈ Γ ∩ ∂Ω) . (1.13)

Then every nonnegative solution u of (1.1) satisfies

u(x, t) ≤ C(1 + t−
3

2(p−1) + (T − t)−
3

2(p−1) ) ((x, t) ∈ Ω× (0, T )) , (1.14)

where C depends on N, p,Ω and a.

Remark 1.1.2. (a) The nonlinearity |u|p−1u in (1.1) can be replaced by f(u)

with

lim
v→∞

f(v)

vp
= ` > 0 .

Then (1.14) holds with C depending on N , f , Ω and a. Also, we can add lower

order terms to the right hand side, that is, we can add a function g : Ω× (0, T )×
R→ R such that

lim
u→∞

sup
(x,t)∈Ω×(0,T )

g(x, t, u)

up
= 0 .

Then (1.14) holds with C depending on N, p,Ω, a and g.
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(b) For the blowing-up solutions (Tmax <∞) of (1.8) one has (cf. [58, Proposition

23.1]) supx∈RN u(x, t) ≥ C(Tmax − t)−
1

p−1 . This shows the optimality of the final

blow up estimate in (1.11) for a ≡ 1. However, it is not known whether or not the

weaker estimate (1.14) is optimal for sign changing a. Below, we show that under

additional assumptions the stronger estimate (1.11) holds true even if a changes

sign.

(c) If a also depends on t and p > N+2
N

, the initial blow-up estimate in (1.14)

does not hold even if 0 ≤ a ≤ 1 (see e.g. [63, 64]). If Ω is bounded, then (1.13)

is equivalent to ∇a(x0)
|∇a(x0)| 6= νΩ(x0) for any x0 ∈ Γ ∩ ∂Ω. It is not known if this

assumption is technical or not.

(d) Universal estimates of the form (1.11) or (1.14) are not true for p ≥ pS, N ≥ 3,

Ω = RN , due to the existence of arbitrarily large stationary radial solutions of

(1.1). We require p < pB < pS mainly because the Liouville theorem for the

problem

ut = ∆u+ up, (x, t) ∈ RN × R , (1.15)

with pB ≤ p < pS is not known. If one proves such a Liouville theorem for some

p ∈ [pB, pS), then the conclusion of Theorem 1.1.1 would hold for the same p as

well.

(e) If we restrict ourselves to the class of radial solutions (of course now Ω and

a are radially symmetric), then similarly as in [55], one can prove Theorem 1.1.1

for each 1 < p < pS. This is possible, since the Liouville theorem is known for

nonnegative radial solution of (1.15) for any 1 < p < pS (see [53]).

(f) If a nonnegative solution u of (1.1) is global (Tmax = ∞), then after letting

T →∞ in (1.14), we obtain

u(x, t) ≤ C(1 + t−
3

2(p−1) ) ((x, t) ∈ Ω× (0,∞)) . (1.16)

In particular u is bounded on Ω× (1,∞). For previous results, see [13, 55].
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Remark 1.1.3. Observe that (1.14) is equivalent to

M(x, t) ≤ C(1 + d−1(t)) ((x, t) ∈ Ω× (0, T )) , (1.17)

where

M := u
(p−1)

3 and d(t) := min{t, T − t} 1
2 .

Also, for each x ∈ Ω, one has d(t) = dP [(x, t),Θ], where Θ := Ω× {0, T} and dP

denotes the parabolic distance:

dP [(x, t), (y, s)] = |x− y|+ |t− s| 12 ((x, t), (y, s) ∈ Ω× (0, T )) . (1.18)

In this notation we obtain yet another form of (1.14)

u(x, t) ≤ C(1 + d
−3/(p−1)
P [(x, t),Θ]) ((x, t) ∈ Ω× (0, T )) .

If u is a stationary solution of (1.1), that is, if u solves

0 = ∆u+ a(x)|u|p−1u, x ∈ Ω ,

u = 0, x ∈ ∂Ω ,
(1.19)

we obtain the following corollary.

Corollary 1.1.4. Let Ω ⊂ RN be a uniformly regular domain of class C2 (cf. [4]),

1 < p < pS, and a ∈ C2(Ω̄) that satisfies (1.3) and (1.13). If u is a nonnegative

solution of (1.19), then u ≤ C(p,N,Ω, a).

This corollary extends the results of Du and Li [17] (see also references therein),

as it allows a to vanish on ∂Ω. If 1 < p < pB(N), then since Tmax = ∞, Corollary

1.1.4 follows from (1.16). If we merely assume 1 < p < pS(N), then one has to

reprove Theorem 1.1.1 for solutions of (1.19). The only difference is the application

of elliptic Liouville theorems [29], instead of parabolic ones, whenever p < pB is

required.
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The next propositions shows that final blow-up rates in Theorem 1.1.1 (and

main results in [67]) can be improved if a > 0 and Ω is a convex bounded set.

Notice that a is allowed to vanish on ∂Ω. In this case, the universal bounds (1.12)

were already obtained in [57].

Proposition 1.1.5. Let Ω ⊂ RN be a bounded, smooth, convex set and let 1 <

p < pB. Assume a ∈ C2(Ω̄) satisfies (1.7) and a(x) > 0 for x ∈ Ω. Then a

nonnegative solution u of (1.1), (1.2) satisfies

u(x, t) ≤ C(1 + (T − t)−
1

p−1 ) ((x, t) ∈ Ω× (0, T )) , (1.20)

where C depends on N , p, Ω, a, T and ‖u0‖L∞(Ω).

If a is changes sign in Ω, we formulate a sufficient conditions for (1.20) only in

the one-dimensional case. However, one can generalize the following propositions

to higher dimensional case if Ω is convex and certain monotonicity of a and u0

near ∂Ω is assumed.

Proposition 1.1.6. Let N = 1 and Ω = (0, 1). Suppose that a ∈ C2([0, 1]) and

has exactly one nondegenerate zero µ ∈ [0, 1], that is, a(µ) = 0 and a′(µ) 6= 0. If

sign[a(x)](u0(2µ− x)− u0(x)) ≤ 0 (x ∈ (max{0, 2µ− 1}, µ)) ,

then a nonnegative classical solution u of (1.1), (1.2) satisfies (1.20) with C de-

pending on N , p, Ω, a, T and ‖u0‖L∞(Ω).

Proposition 1.1.7. Let N = 1 and Ω = (0, 1). Suppose that a ∈ C2([0, 1])

and has exactly two nondegenerate zero µ1 < µ2 in [0, 1], that is, a(µi) = 0 and

a′(µi) 6= 0 for i = 1, 2. If max{µ1, 1− µ2} < µ2 − µ1 and

a(x) < 0, u0(2µ1 − x) ≥ u0(x) (x ∈ (0, µ1)) ,

u0(2µ2 − x) ≥ u0(x) (x ∈ (µ2, 1)) ,
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then a nonnegative classical solution u of (1.1), (1.2) satisfies (1.20) with C de-

pending on N , p, Ω, a, T and ‖u0‖L∞(Ω).

Let us briefly explain the connection between the blow-up rate and Liouville

theorems. We need the following notation:

RN
c := {x = (x1, x

′) ∈ RN : x1 > c} (c ∈ R) .

Assume that (1.14) fails, that is, we assume that there exists (xk, tk) ∈ Ω× (0, T )

such that

u(xk, tk) ≥ 2kC(1 + t
− 3

2(p−1)

k + (T − tk)
− 3

2(p−1) ) (k ∈ N) .

After an application of doubling lemma (see Lemma 1.4.1 below) and appropriate

scaling, we obtain a bounded nonnegative function v with v(0, 0) = 1 that solves

vt = ∆v + vp, (x, t) ∈ RN × R , (1.21)

or
vt = ∆v + vp, (x, t) ∈ RN

c∗ × R ,
v = 0, (x, t) ∈ ∂RN

c∗ × R ,
(1.22)

for some c∗ ∈ R, provided a > 0 in Ω̄. If a satisfies (1.7) and Γ ⊂ Ω, then v can

also solve

vt = ∆v + x1v
p, (x, t) ∈ RN × R , (1.23)

or

vt = ∆v − vp, (x, t) ∈ RN × R . (1.24)

Finally, if we do not assume Γ ⊂ Ω, then v could be a solution of

vt = ∆v + (x · b)vp, (x, t) ∈ RN
c∗ × R ,

v = 0, (x, t) ∈ ∂RN
c∗ × R ,

(1.25)
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where b is a unit vector and c∗ ∈ R, or

vt = ∆v − vp, (x, t) ∈ RN
c∗ × R ,

v = 0, (x, t) ∈ ∂RN
c∗ × R .

(1.26)

However, if v satisfies (1.21) and 1 < p < pB(N), we obtain a contradiction to the

Liouville theorem proved by Bidaut-Véron [13], which extends classical elliptic

results of Gidas and Spruck [29].

If v satisfies (1.22) and 1 < p < pB(N − 1), we obtain a contradiction to the

Liouville theorem proved by Poláčik et al. [55]. Observe that pB(N−1) > pS(N).

A contradiction for (1.23) follows from [52] for any p > 1. Liouville theorems for

(1.24) and (1.26) were proved in [67], but here we provide a simpler proof (see

Lemma 1.2.1 and Lemma 1.2.2 below). Nonexistence result for (1.25), based on

[52], is new and its proof is given in Section 1.2.

One can also employ Liouville theorems and universal estimates in the investi-

gation of the complete blow-up and the continuity of blow-up time. Let us recall

these notions and explain the results.

Let u be a nonnegative solution of (1.1), (1.2) with Tmax <∞. Let uk, (k ∈ N)

be the solution of the approximation problem

(uk)t −∆uk = fk(x, uk), (x, t) ∈ Ω× (0,∞) ,

uk = 0, (x, t) ∈ ∂Ω× (0,∞) ,

uk(x, 0) = u0(x) ≥ 0, x ∈ Ω ,

where

fk(x, v) :=




a(x) min{vp, k} if a(x) ≥ 0, v ∈ R ,
a(x)vp if a(x) < 0, v ∈ R .

Since fk is bounded from above, nonnegative solution uk exists globally (for all

positive times). Since fk ≤ fk+1, the maximum principle implies uk+1(x, t) ≥
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uk(x, t) for any (x, t) ∈ Ω× (0,∞). Thus

ū(x, t) := lim
k→∞

uk(x, t) ∈ [0,∞] ((x, t) ∈ Ω× [0,∞))

is well defined. Moreover, ū(x, t) = u(x, t) for any (x, t) ∈ Ω̄ × [0, Tmax). We say

that u blows-up completely in D ⊂ Ω at T , if ū(x, t) = ∞ for any x ∈ D and

t > T .

Theorem 1.1.8. Let Ω be a bounded smooth domain in RN and 1 < p < pB.

Suppose that a ∈ C2(Ω̄) satisfies (1.7) and (1.13). If Tmax <∞ for a nonnegative

solution u of (1.1), (1.2), then u blows-up completely in Ω+ at Tmax. In addition,

the function

T : {u0 ∈ L∞(Ω) : u0 ≥ 0} → (0,∞], T : u0 7→ Tmax(u0)

is continuous.

If a ≡ 1, Baras and Cohen [9] proved complete blow-up of nonnegative so-

lutions of (1.8), (1.2) in Ω at Tmax < ∞ for each 1 < p < pS (see also [58]).

However, for p > pS, N ≤ 10, and Ω being a ball, there exist radial solutions of

(1.8) that do not blow-up completely in Ω at Tmax. For further discussion see [58]

and references therein.

If a changes sign, then one cannot expect the complete blow-up in the whole Ω,

since ū stays bounded in Ω− for any t > 0 (see [43]). Quittner and Simondon [57]

proved the complete blow-up of u in Ω+ at Tmax <∞ for 1 < p ≤ 1 + 3/(N + 1)

and Γ ⊂ Ω. Later Poláčik and Quittner [52] replaced the former assumption by

1 < p < pB and proved Theorem 1.1.8 under an additional assumption Γ ⊂ Ω.

The rest of the chapter is organized as follows. In Section 1.2 we state and

prove parabolic Liouville theorems. In Section 1.4 we formulate doubling lemma

and we prove our main results.
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1.2 Liouville theorems

Since some results in this section can be of independent interest, we formulate

them in more general setting, than required for the proofs of the a priori estimates.

Let us define

RN
λ := {x = (x1, x

′) ∈ RN : x1 > λ} (λ ∈ R) , (1.27)

Hλ := ∂RN
λ = {x = (x1, x

′) ∈ RN : x1 = λ} (λ ∈ R) . (1.28)

The following two lemmas were proved in [67] for increasing function f . Here, we

propose a simpler proofs that remove this unnecessary assumption. The elliptic

counterparts can be found in [19, 61, 62], see also references therein.

Lemma 1.2.1. Let f be a continuous function with f(v) > 0 for any v > 0. If

u : RN × R→ R is a nonnegative bounded solution of

ut −∆u = −f(u), (x, t) ∈ RN × R ,

then u ≡ 0.

Proof. We proceed by a contradiction, that is, we assume u 6≡ 0. Fix (x∗, t∗) ∈
RN × R such that

u(x∗, t∗) ≥ C∗ :=
1

2
sup

(x,t)∈RN×R
u(x, t) > 0 .

For each ε > 0 denote

vε(x, t) := u(x, t)− ε|x− x∗|2 − ε(
√

(t− t∗)2 + 1− 1) ((x, t) ∈ RN × R) .

Since vε(x, t) → −∞ whenever |t| → ∞ or |x| → ∞, there exists (xε, tε) ∈ RN×R
with

vε(xε, tε) = sup
(x,t)∈RN×R

vε(x, t) .
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Then for each ε > 0

2C∗ ≥ u(xε, tε) ≥ vε(xε, tε) ≥ vε(x
∗, t∗) = u(x∗, t∗) ≥ C∗ > 0 ,

and

(vε)t(xε, tε) = 0 , ∆vε(xε, tε) ≤ 0 .

Consequently,

0 ≤ (vε)t(xε, tε)−∆vε(xε, tε)

= ut(xε, tε)−∆u(xε, tε)− ε
tε − t∗√

(tε − t∗)2 + 1
+ 2εN

= −f(u(xε, tε))− ε
tε − t∗√

(tε − t∗)2 + 1
+ 2εN

≤ − inf
2C∗≥v≥C∗

f(v) + ε+ 2εN (ε > 0) .

Since the first term on the right hand side is negative and independent of ε, we

obtain a contradiction for sufficiently small ε > 0.

Lemma 1.2.2. Suppose f ∈ C1 satisfies f(0) = 0 and f(v) > 0 for any v > 0.

Let h be a continuous function with h(x1) < 0 for each x1 > 0, and

lim sup
x1→∞

h(x1) < 0 .

If u is a nonnegative bounded solution of the problem

ut −∆u = h(x1)f(u), (x, t) ∈ RN
0 × R ,

u = 0, (x, t) ∈ H0 × R ,

then u ≡ 0.

Proof. The proof is similar to the proof of Lemma 1.2.1. We again proceed by a
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contradiction, that is, we assume u 6≡ 0. Fix (x∗, t∗) ∈ RN
0 × R such that

u(x∗, t∗) ≥ C∗ :=
1

2
sup

(x,t)∈RN
0 ×R

u(x, t) > 0 .

It is easy to see that there exists a function φ ∈ C2(RN × R) with

φ(x, t) ≥ 0, |∇φ(x, t)| ≤ 1, |φt −∆φ| ≤ 1 ((x, t) ∈ RN × R) ,

φ(0, 0) = 0, φ(x, t) →∞ if |x| → ∞ or t→ ±∞ .

For each ε ∈ (0, 1) denote

vε(x, t) := u(x, t)− εφ(x− x∗, t− t∗) ((x, t) ∈ RN
0 × R) .

Since u is bounded, vε(x, t) → −∞ whenever |t| → ∞ or |x| → ∞. Moreover,

vε(x, t) ≤ 0 < vε(x
∗, t∗) for any (x, t) ∈ H0×R, and therefore there exists (xε, tε) ∈

RN
0 × R such that

vε(xε, tε) = sup
(x,t)∈RN

0 ×R
vε(x, t) .

Consequently,

2C∗ ≥ u(xε, tε) ≥ vε(xε, tε) ≥ vε(x
∗, t∗) = u(x∗, t∗) ≥ C∗ > 0 ,

and

(vε)t(xε, tε) = 0, (∆vε)(xε, tε) ≤ 0 .

Observe that u satisfies

ut = ∆u+ h(x1)
f(u)

u
u = ∆u+ c(x, t)u .

Since f ∈ C1, f(0) = 0, and u is bounded, c is a bounded function in {(x, t) ∈
RN

0 × R : x1 < 2}. Hence, standard parabolic regularity (see for example [42,
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Theorem 1.15]) implies

|∇u(x, t)| ≤ C ((x, t) ∈ R̄N
0 × R, x1 < 1) ,

and consequently

|∇vε(x, t)| ≤ C + 1 ((x, t) ∈ R̄N
0 × R, x1 < 1) ,

where C is independent of ε ∈ (0, 1). Furthermore, vε(xε, tε) ≥ C∗ > 0 and

vε(x, t) ≤ 0 for all (x, t) ∈ H0 × R yield dist(xε, H0) = (xε)1 ≥ c0, where c0 is a

constant independent of ε. Finally,

0 ≤ (vε)t(xε, tε)−∆vε(xε, tε)

= ut(xε, tε)−∆u(xε, tε)− ε[φt(xε, tε)−∆φ(xε, tε)]

≤ h((xε)1)f(u(xε, tε)) + ε

≤ sup
y≥c0

h(y) inf
2C∗≥v≥C∗

f(v) + ε .

Since the first term on the right hand side is negative and independent of ε, we

obtain a contradiction for sufficiently small ε > 0.

Next, consider the problem

ut −∆u = h(x · v)f(u), (x, t) ∈ Ω× R ,
u = 0, (x, t) ∈ ∂Ω× R ,

(1.29)

where

(v1) v = (v1, v2, · · · , vN) ∈ RN is a unit vector with v1 > 0 and vi = 0 for i ≥ 3.

About Ω, we assume that

(d1) Ω is a subset of RN , convex and unbounded in x1, that is, x + ξe1 ∈ Ω for

any x ∈ Ω and ξ > 0.
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(d2) there is a constant d∗ such that x2v2 ≤ d∗ for any x = (x1, x2, · · · , xN) ∈ Ω.

Next, the function h : R→ R satisfies the following hypothesis.

(h1) h is continuous, nondecreasing, and strictly increasing on (0,∞).

(h2) h(0) = 0 and limy→∞ h(y) = ∞.

About f we assume

(f1) f ∈ C1([0,∞)), with f(0) = f ′(0) = 0, and f(v) > 0, f ′(v) ≥ 0 for each

v > 0.

The following theorem is a generalization of elliptic [17] and parabolic [52]

results proved for v = e1 and Ω = RN . The general framework of the proof is

similar to one used in [17, 52].

Theorem 1.2.3. If (v1), (d1), (d2), (h1), (h2), and (f1) hold true, then the only

nonnegative, bounded solution u of (1.29) is u ≡ 0.

As a corollary we obtain Liouville theorem for indefinite problems on half

spaces.

Corollary 1.2.4. Given unit vectors b, v ∈ RN and a constant c∗, let Ω := {x ∈
RN : x · b > c∗}. Consider functions h and f that satisfy (h1), (h2) and (f1)

respectively. Let u be a nonnegative, bounded solution of (1.29). If v 6= −b, then

u ≡ 0.

Remark 1.2.5. The statement of Corollary 1.2.4 still holds true if v = −b, c∗ ≥ 0

and h in addition to (h1), (h2) satisfies h(y) < 0 for y < 0. This follows after

suitable rotation and translation, from Lemma 1.2.2. However, if v = −b and

c∗ < 0, then there are nontrivial, nonnegative solutions of (1.29) (see Proposition

1.3.1 below).
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Proof of Corollary 1.2.4. We rotate the coordinates such that b = e2, v1 ≥ 0, and

vi = 0 for i ≥ 3. Then Ω = {x ∈ RN : x2 > c∗} and (d1) holds true. Notice that

(1.29), (h1), (h2), and (f1) are invariant under rotations.

If v1 > 0 and v2 ≤ 0, then (v1) and (d2) are satisfied with d∗ = c∗v2, and the

corollary follows from Theorem 1.2.3.

If v2 > 0, consider another rotation that maps v to e1 and fixes the space

spanned by {e3, · · · , eN}. Then (v1) and (d2) are clearly satisfied with d∗ = 0.

Also, Ω is transformed to Ω′ := {x ∈ RN : x ·b′ > c∗}, where b′ = (v2, v1, 0, · · · , 0).

In particular b′1 > 0 and (d1) holds. Now, the corollary follows from Theorem

1.2.3.

If v1 = 0 and v2 ≤ 0, then v = −e2 = −b, a contradiction to our assumptions.

Before we proceed, define Lu := ut − ∆u and M := supΩ u. Furthermore,

given λ ∈ R set

Σλ := {x ∈ Ω : x1 < λ},
xλ := (2λ− x1, x2, · · · , xN) (x = (x1, x2, · · · , xN) ∈ RN),

wλ(x, t) := u(xλ, t)− u(x, t) ((x, t) ∈ Σ̄λ × R),

λ(t) := sup{µ : wλ(x, t) ≥ 0 for all x ∈ Σλ and λ < µ},
λ∗ := inf{λ(t) : t ∈ R} .

(1.30)

Observe that (d1) implies xλ ∈ Ω for any x ∈ Σ̄λ, and therefore wλ is well defined.

Moreover, since u is nonnegative in Ω and vanishes on ∂Ω,

wλ(x, t) = u(xλ, t)− u(x, t) = u(xλ, t) ≥ 0 ((x, t) ∈ (∂Ω ∩ Σ̄λ)× R) .

Clearly wλ(x, t) = 0 if (x, t) ∈ (Ω ∩ ∂Σλ)× R, and therefore

wλ(x, t) ≥ 0 ((x, t) ∈ ∂Σλ × R) . (1.31)
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We divide the proof of Theorem 1.2.3 into several lemmas, in which we implic-

itly suppose the assumptions of the theorem.

First, notice that v1 > 0 implies

xλ · v − x · v = 2(λ− x1)v1 ≥ 0 (x ∈ Σλ) , (1.32)

and consequently by (h1)

h(x · v) ≤ h(xλ · v) (x ∈ Σλ) . (1.33)

Lemma 1.2.6. If there are λ ∈ R, x̃ ∈ Σλ and t̃ ∈ R with h(x̃ · v) ≤ 0 and

wλ(x̃, t̃) ≤ 0, then Lwλ(x̃, t̃) ≥ 0. Moreover, if x̃1 ≤ −d∗
v1

, then wλ(x̃, t̃) ≤ 0

implies Lwλ(x̃, t̃) ≥ 0.

Proof. The positivity and monotonicity of f , and (1.33) yield

Lwλ(x̃, t̃) = h(x̃λ · v)f(u(x̃λ, t̃))− h(x̃ · v)f(u(x̃, t̃))

≥ h(x̃ · v)[f(u(x̃λ, t̃))− f(u(x̃, t̃))] ≥ 0 ,

and the first statement follows. Next, assume x̃1 ≤ −d∗
v1

. Then v1 > 0 and (d2)

imply

x̃ · v = x̃1v1 + x̃2v2 ≤ x̃1v1 + d∗ ≤ 0 ,

and by (h1) and (h2) one has h(x̃ · v) ≤ 0. Now, the second statement follows

from the first one.

Lemma 1.2.7. λ(t) ≥ −d∗
v1

for all t ∈ R.

Proof. We proceed by a contradiction, that is, we assume the existence of λ < −d∗
v1

and (x̃, t̃) ∈ Σλ × R with wλ(x̃, t̃) < 0. Then, Lwλ(x̃, t̃) ≥ 0 by the second

statement of Lemma 1.2.6. One can easily verify that for any sufficiently smooth
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function g : (−∞, λ] → (0,∞)

g(x1)Lw̄λ(x, t) = Lwλ(x, t) + 2(∂x1w̄λ(x, t))g
′(x1) + w̄λ(x, t)g

′′(x1)

((x, t) ∈ Σλ × (0,∞)) , (1.34)

where w̄λ(x, t) := wλ(x, t)/g(x1). If we set

g(y) := ln(λ+ 1− y) + 1 (y ∈ (−∞, λ]) ,

then g > 0 and for already fixed x̃ and t̃ we have

Lw̄λ(x̃, t̃) ≥ 2(∂x1w̄λ(x̃, t̃))
g′(x̃1)

g(x̃1)
+ w̄λ(x̃, t̃)

g′′(x̃1)

g(x̃1)
. (1.35)

Consider the solution of the problem

zt − zyy = F (y, z, zy), (y, t) ∈ R× (0,∞) ,

z(y, 0) = −M, y ∈ R ,
(1.36)

where

F (y, z, zy) =





2zyg
′/g y < λ− 1,

2zyg
′/g − az y ∈ [λ− 1, λ],

0 y > λ,

and a := −g′′(λ−1)/g(λ−1) > 0. Then, the maximum principle implies z(y, t) < 0

for all (y, t) ∈ R × (0,∞), and since F (y,−M, 0) ≥ 0, z is increasing in t. Also,

for any T ≥ 0 the function Z : (x, t) 7→ z(x1, t+ T ) satisfies

L[Z] ≤ 2
g′(x1)

g(x1)
∂x1Z +

g′′(x1)

g(x1)
Z ((x, t) ∈ RN × (0,∞), x1 < λ) .

Then, the maximum principle on the set where w̄λ ≤ 0 yields w̄λ(x̃, t̃) ≥ Z(x̃, t̃) =

z(x̃1, t̃+ T ) for any T > 0.
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Since z is increasing in t, z̃(y) := limt→∞ z(y, t) is well defined for each y ∈ R
and

−z̃yy = F (y, z̃, z̃y), y ∈ R .

An analysis of this problem (for details see [52, Claim 2]) implies z̃ ≡ 0. Thus,

w̄λ(x̃, t̃) ≥ z(x̃1, t̃+ T ) → 0 as T →∞, a contradiction.

Lemma 1.2.8. The mapping t 7→ λ(t) is nondecreasing. If λ(t1) = ∞, this means

that λ(t2) = ∞ for all t1 ≤ t2.

Proof. Fix t0 ∈ R and λ < λ(t0). Then

wλ(x, t0) ≥ 0 (x ∈ Σλ) ,

and by (1.31)

wλ(x, t) ≥ 0 ((x, t) ∈ ∂Σλ × [t0,∞)) .

Next, (1.33) and the mean value theorem imply

Lwλ(x, t) = h(xλ · v)f(u(xλ, t))− h(x · v)f(u(x, t))

≥ h(x · v)[f(u(xλ, t))− f(u(x, t))]

= h(x · v)f ′(θ(x, t))wλ(x, t), (x, t) ∈ Σλ × [t0,∞) ,

where θ(x, t) is a number between u(x, t), and u(xλ, t). In particular θ : (x, t) 7→
[0,∞) is a bounded function. Since by (d2)

x · v = x1v1 + x2v2 ≤ x1v1 + d∗ ≤ λ+ d∗ (x ∈ Σλ),

one has h(x · v) ≤ h(λ+ d∗) for each x ∈ Σλ. Now, the maximum principle, with

the coefficient c(x, t) := h(x · v)f ′(θ(x, t)) being possibly unbounded from below

(see [14, 37]), gives wλ(x, t) ≥ 0 for all (x, t) ∈ Σλ × [t0,∞). Since λ < λ(t0) was

arbitrary, λ(t) ≥ λ(t0) for each t ≥ t0.

Lemma 1.2.9. λ∗ = ∞, or equivalently u is nondecreasing in x1.
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Proof. We proceed by a contradiction, that is, we suppose λ∗ <∞. Lemma 1.2.7

guarantees λ∗ ≥ −d∗
v1

. By the definition of λ∗ and Lemma 1.2.8, there exit λk ↘ λ∗

and tk ↘ −∞ with

inf
x∈Σλk

wλk
(x, tk) < 0 .

Since u is bounded, there is M > 0 with u ≤ M . Consequently, by (f1), there

exists Cf such that f ′ ≤ Cf on [0,M ]. Set b2 := h(λ∗v1 + d∗ + 1)Cf > 0 and

choose 1 > δ > 0 with

2δ−2 ≥ 33(2b2 + 1) . (1.37)

Since f ′(0) = 0, we can fix η > 0 with

f ′(z) ≤ δ

h(λ∗ + d∗ + 1)(λ∗ + 1 + d∗
v1

)3
(z ∈ [0, η]). (1.38)

Let ε with 0 < ε < δ be sufficiently small (as specified below), and fix k such that

λk < λ∗ + ε. To simplify the notation set λ := λk and denote

g(y) := 2− δ

δ + λ− y
(y ∈ (−∞, λ]),

w̄λ(x, t) :=
wλ(x, t)

g(x1)
((x, t) ∈ Σλ × R) .

Observe that g′′(y) ≤ 0 and g(y) > 0 for any y ≤ λ. For already fixed λ, define

S := {(x, t) ∈ Σλ × R : wλ(x, t) ≤ 0} .

Case 1. If (x̃, t̃) ∈ S with x̃1 < λ∗ − δ and Lwλ(x̃, t̃) ≥ 0, then (1.34) and the

concavity of g yield

Lw̄λ(x̃, t̃) ≥ 2(∂x1w̄λ(x̃, t̃))
g′(x̃1)

g(x̃1)
.

Case 2. If (x̃, t̃) ∈ S with x̃1 < λ∗− δ and Lwλ(x̃, t̃) < 0, then Lemma 1.2.6 yields
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h(x̃ · v) > 0. Consequently (h1) and (d2) yield

0 ≤ x̃ · v = x̃1v1 + x̃2v2 ≤ x̃1v1 + d∗ ≤ λ∗ + d∗ + 1 . (1.39)

Also, Lemma 1.2.6 implies x̃1 >
−d∗
v1

, and therefore

x̃λ · v = (2λ− x̃1)v1 + x̃2v2 ≤ 2λv1 + 2d∗ ≤ 2λ∗ + 2d∗ + 1 . (1.40)

Now, (1.33) implies h(x̃λ · v) ≥ h(x̃ · v) > 0 and (h1), (1.39), (1.40) yield

h(−1) ≤ h(x · v) ≤ h(2(λ∗ + d∗) + 2) ((x, t) ∈ RN+1, dP [(x, t), S∗] < 1) ,

where dP was defined in (1.18) and S∗ is the convex hull of S and the set {(xλ, t) :

(x, t) ∈ S}. Next, boundedness of u and standard local parabolic estimates give

|∇u(x, t)| ≤ Cλ ((x, t) ∈ S∗) .

Furthermore,

u(x̃λ∗ , t̃) ≥ u(x̃, t̃) ≥ u(x̃λ, t̃) (1.41)

and

|x̃λ∗ − x̃λ| = |x̃λ∗
1 − x̃λ

1 | = 2(λ− λ∗) ≤ 2ε .

Also, by (f1) and h(x̃ · v) ≥ 0

0 > Lwλ(x̃, t̃) = h(x̃λ · v)f(u(x̃λ, t̃))− h(x̃ · v)f(u(x̃, t̃))

≥ h(x̃λ · v)f(u(x̃λ, t̃))− h(x̃ · v)f(u(x̃λ∗ , t̃))

= h(x̃λ · v)[f(u(x̃λ, t̃))− f(u(x̃λ∗ , t̃))] + [h(x̃λ · v)− h(x̃ · v)]f(u(x̃λ∗ , t̃)) .

(1.42)

Let us estimate each term separately. Since the segment connecting x̃ and x̃λ∗
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belongs to S∗, one has by (1.40), (1.41), and the definition of Cf and Cλ

h(x̃λ · v)[f(u(x̃λ, t̃))− f(u(x̃λ∗ , t̃))]

≥ h(2(λ∗ + d∗) + 1)Cf (u(x̃
λ, t̃)− u(x̃λ∗ , t̃))

≥ −2h(2(λ∗ + d∗) + 1)CfCλε .
(1.43)

To estimate the second term, notice that x̃1 ≤ λ∗ − δ implies

x̃λ · v − x̃ · v = 2(λ− x̃1)v1 ≥ 2(λ− λ∗ + δ)v1 ≥ 2δv1 .

Thus by the monotonicity of h and (1.39) we have

h(x̃λ · v)− h(x̃ · v) ≥ inf
y∈[0,λ∗+d∗+1]

(h(y + 2δv1)− h(y)) > 0 . (1.44)

A substitution of (1.43) and (1.44) into (1.42) yields

0 > −2h(2(λ∗ + d∗) + 1)CfCλε+ [ inf
y∈[0,λ∗+d∗+1]

(h(y + 2δv1)− h(y))]f(u(x̃λ∗ , t̃)) ,

or equivalently

f(u(x̃λ∗ , t̃)) <
2h(2(λ∗ + d∗) + 1)CfCλ

infy∈[0,λ∗+d∗+1](h(y + 2δv1)− h(y))
ε .

Hence, by (f1) it follows that for sufficiently small ε > 0 one has u(x̃λ∗ , t̃) ≤ η,

and for such ε, (1.38) holds true for any z ∈ [0, u(x̃λ∗ , t̃)]. Then (1.38), (1.39) and

(1.41) imply

Lwλ(x̃, t̃) ≥ h(x̃ · v)[f(u(x̃λ, t̃))− f(u(x̃, t̃))]

≥ h(λ∗ + d∗ + 1)
δ

h(λ∗ + d∗ + 1)(λ∗ + 1 + d∗
v1

)3
wλ(x̃, t̃)

=
δ

(λ∗ + 1 + d∗
v1

)3
wλ(x̃, t̃) .
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Easy calculations show that

δ

(λ∗ + 1 + d∗
v1

)3
≤ δ

(δ + λ− y)3
= −g

′′(y)
2

≤ −g
′′(y)
g(y)

(
y ∈

[−d∗
v1

, λ∗
])

,

and since x̃1 ≥ −d∗
v1

,

Lwλ(x̃, t̃) ≥ δ

(λ∗ + 1 + d∗
v1

)3
wλ(x̃, t̃) ≥ −g

′′(x̃1)

g(x̃1)
wλ(x̃, t̃) = −g′′(x̃1)w̄λ(x̃, t̃) .

Consequently, (1.34) implies

Lw̄λ(x̃, t̃) ≥ 2(∂x1w̄λ(x̃, t̃))
g′(x̃1)

g(x̃1)
.

Case 3. Consider (x̃, t̃) ∈ S with x̃1 ∈ [λ∗ − δ, λ]. Then by (d2)

x̃ · v = x̃1v1 + x̃2v2 ≤ λv1 + d∗ ≤ λ∗v1 + d∗ + 1 ,

and therefore for already fixed b2 and Cf we have

Lwλ(x̃, t̃) ≥ h(x̃ · v)[f(u(x̃λ, t̃))− f(u(x̃, t̃))] ≥ h(λ∗v1 + d∗ + 1)Cfwλ(x̃, t̃)

= b2wλ(x̃, t̃) .

Moreover, (1.37) implies

−g′′(y) =
2δ

(δ + λ− y)3
≥ 2b2 + 1 ≥ g(y)b2 + 1 (y ∈ [λ∗ − δ, λ]) .

After a substitution into the previous estimate and then into (1.34), we obtain

Lw̄λ(x̃, t̃) ≥ 2(∂x1w̄λ(x̃, t̃))
g′(x̃1)

g(x̃1)
− w̄λ(x̃, t̃)

g(x̃1)
.

The rest of the proof uses comparison principle similarly as in Lemma 1.2.7, for
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more details see [52, Proof of Claim 4].

Proof of Theorem 1.2.3. We proceed by contradiction, that is, we assume M :=

‖u‖L∞(Ω×R) > 0. Then by the continuity of u, there are t0 ∈ R and a smooth

bounded domain K0 ⊂ Ω with |K0| ≤ 1 (here |K0| denotes the Lebesgue measure

of K0) such that u(x, t0) > 0 for all x ∈ K0. Define

Kσ := {x+ σe1 : x ∈ K0} (σ ≥ 0) .

Since Ω is convex and unbounded in x1, one has Kσ ⊂ Ω for all σ ≥ 0. Let µ > 0

be the first eigenvalue of the problem

−∆φ0 = µφ0, x ∈ K0 ,

φ0 = 0, x ∈ ∂K0 ,

where the eigenfunction φ0 is normalized such that maxK0 φ0 = 1. Set

φσ(x) := φ0(x1 − σ, x′) (x = (x1, x
′) ∈ Kσ)

and

ψσ(t) :=

∫

Kσ

u(x, t)φσ(x) dx (t ∈ R) .

Since by Lemma 1.2.9 u is nondecreasing in x1 and u > 0 in K0 × {t0},

ψσ(t0) ≥ ψ0(t0) =: c0 > 0 .

Denote

K∗
σ(t) := {x ∈ Kσ : u(x, t)φσ(x) ≥ c0/2} (t ≥ t0) .

If ψσ(t∗) ≥ c0 for some t∗ ≥ t0, then (using |Kσ| ≤ 1)

c0 ≤
∫

Kσ

u(x, t∗)φσ(x) dx ≤ |K∗
σ(t∗)| ·M +

c0
2
|Kσ| ≤ |K∗

σ(t∗)| ·M +
c0
2
.
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Consequently, |K∗
σ(t∗)| ≥ ξ := c0/(2M) > 0. Next,

∫

K∗
σ(t∗)

u(x, t∗)φσ(x) dx ≥ ξ
c0
2
≥ ξ

∫

Kσ\K∗
σ(t∗)

u(x, t∗)φσ(x) dx

= ξ

∫

Kσ

u(x, t∗)φσ(x) dx− ξ

∫

K∗
σ(t∗)

u(x, t∗)φσ(x) dx .

It follows that

∫

K∗
σ(t∗)

u(x, t∗)φσ(x) dx ≥ ξ

1 + ξ

∫

Kσ

u(x, t∗)φσ(x) dx =
c0

2M + c0
ψσ(t∗) .

Since K is bounded, we can choose R such that K is a subset of the ball of radius

R centered at the origin. Then for sufficiently large σ ≥ 0

x · v = x1v1 + x2v2 ≥ −|x1 − σ|v1 + v1σ −R|v2| ≥ R(−v1 − |v2|) + v1σ

≥ 1

2
v1σ (x ∈ Kσ) .

Hence, for sufficiently large σ ≥ 0 and (h2) one has

d

dt
ψσ(t∗) =

∫

Kσ

∆u(x, t∗)φσ(x) dx+

∫

Kσ

h(x · v)f(u(x, t∗))φσ(x) dx

≥
∫

Kσ

u(x, t∗)∆φσ(x) dx+ h

(
1

2
v1σ

) ∫

Kσ

f(u(x, t∗))φσ(x) dx

≥
∫

Kσ

u(x, t∗)∆φσ(x) dx+ h

(
1

2
v1σ

) ∫

K∗
σ(t∗)

f(u(x, t∗))
M

u(x, t∗)φσ(x) dx

≥ −µψσ(t∗) + h

(
1

2
v1σ

)
f

(c0
2

) 1

M

∫

K∗
σ(t∗)

u(x, t∗)φσ(x) dx

≥ ψσ(t∗)
[
−µ+ h

(
1

2
v1σ

)
f

(c0
2

) 1

M

c0
2M + c0

]

≥ ψσ(t∗) .

Thus, if ψσ(t∗) ≥ c0, then ψ′σ(t∗) ≥ 0, and consequently ψ′σ(t) ≥ ψσ(t) ≥ c0 for

each t ≥ t∗. Since ψσ(t0) ≥ c0, one has ψ′σ(t) ≥ c0 > 0 for each t > t0. Therefore
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ψσ(t) →∞ as t→∞, a contradiction to the boundedness of u.

1.3 Counterexample

In this section, we show that the statement of the Corollary 1.2.4 does not holt

true in general, if v = −b and c∗ < 0. We construct a function that violates

Liouville theorem in one dimensional case only. An counterexample for a higher

dimensional elliptic or parabolic problems can be obtained by the extension of

this function by a constant.

Proposition 1.3.1. For each a > 0 and p > 1, there exists the unique bounded

nonnegative, nontrivial solution u of the problem

u′′ = x|u|p−1u, x ∈ (−a,∞) ,

u(−a) = 0 .
(1.45)

Moreover, u′(x) < 0 for x ≥ 0 and limx→∞ u(x) = 0.

Proof. Let uk : (τk, Tmax) → R be the solution of the initial value problem

u′′k = x|uk|p−1uk , x ∈ (τk, Tmax) ,

uk(0) = 1 , u′k(0) = k ,
(1.46)

where (τk, Tmax) is the maximal existence interval of uk. By a standard theory

−∞ ≤ τk < 0 < Tmax ≤ ∞.

Claim 1. Given k. If u′k(x0) ≥ 0 and uk(x0) > 0 for some x0 > 0, then u′k(x) > 0

for each x > x0 and limx→Tmax uk(x) = ∞.

Proof of Claim 1. First, u′′k(x0) = x0u
p
k(x0) > 0 implies

u′k(x) > u′k(x1) > u′k(x0) ≥ 0 (x > x1 > x0)
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with x and x1 sufficiently close to x0. If u′k(x) > u′k(x1) > 0 for each x >

x1, the claim follows. Otherwise, there exists x2 > x1 with u′k(x2) = u′k(x1).

Then, u′k(x) > 0 on [x1, x2], and therefore uk(x) ≥ uk(x1) for each x ∈ [x1, x2].

Consequently u′′k(x) = xup
k(x) > x1u

p
k(x1) > 0, that is, uk is strictly convex on

[x1, x2], a contradiction to u′k(x2) = u′k(x1).

Claim 2. If uk(x0) ≤ 0 for some x0 > 0, then uk(x) < 0 for each x > x0 and

limx→Tmax uk(x) = −∞.

Proof of Claim 2. We can assume uk(x0) < 0. Otherwise, uk(x0) = 0, u′k(x0) = 0,

and we obtain a contradiction to the uniqueness of the solution to the initial value

problem.

We proceed by contradiction, that is, we suppose that there is x1 > x0 such

that uk(x1) ≥ 0 > uk(x0). Then, uk has a local negative minimum x2 on the

interval [0, x1]. But, u′′k(x2) = x2uk(x2) < 0 a contradiction.

Similarly as in Claim 1, we use concavity of uk on the interval (x0,∞) to prove

limx→Tmax uk(x) = −∞.

Denote

K0 := {k : uk(x) ≤ 0 for some x ≥ 0} ,
K2 := {k : uk(x) ≥ 2 for some x ≥ 0} .

Claim 3. The sets K0, K2 are nonempty, open, and disjoint.

Proof of Claim 3. First, we show that k = −2 ∈ K0. This follows if u′k(x) < −1

for each x ∈ (0, 1). Otherwise, there is x0 ∈ (0, 1) with u′k(x0) = −1 and u′k(x) <

−1 for all x ∈ (0, x0). Then, uk(x) < 1 for all x ∈ (0, x0), and

u′k(x0) = u′k(0) +

∫ x0

0

u′′k(x) dx = −2 +

∫ x0

0

xup
k(x) dx < −2 + x0 < −1 ,

a contradiction.
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If k0 ∈ K0, then, by Claim 2, there exists x1 such that uk0(x1) ≤ −1. The

continuous dependence of solutions on initial data implies uk(x1) ≤ −1
2

for any k

sufficiently close to k0. Thus, K0 is open.

By Claim 1, (0,∞) ⊂ K2, and for any k0 ∈ K2 there is x0 such that uk0(x0) > 3.

Then, the continuous dependence of solutions on the initial data yields uk(x0) > 3

for any k sufficiently close to k0. Thus, K2 is open and nonempty.

Fix k ∈ K0 ∪ K2 and fix x0 > 0 with 0 < uk(x) < 2 for any x ∈ [0, x0) and

uk(x0) = 0 or uk(x0) = 2. If uk(x0) = 0 then, by Claim 2, uk(x) < 0 for each

x > x0, and therefore k 6∈ K2. If uk(x0) = 2, then there is x1 ∈ [0, x0) with

u′(x0) ≥ 0. Claim 1 yields u(x) ≥ u(x1) = 2 > 0 for each x ≥ x1, and therefore

k 6∈ K0. This shows K0 ∩ K2 = ∅.

Denote

M := R \ (K0 ∩ K2) .

By Claim 3, M 6= ∅, and since uk, k ∈M is bounded, Tmax = ∞. Then, by Claim

1, u′k < 0 in [0,∞) for each k ∈ M . Also, limx→∞ uk(x) = 0 for any k ∈ M .

Otherwise, u′′k(x) = xup(x) ≥ L > 0 for a sufficiently large x, a contradiction to

u′k < 0.

Claim 4. M = {k∗}.

Proof of Claim 4. Suppose that there are k1, k2 ∈ M with k1 > k2. Then, for x0

sufficiently close to 0 one has

ε := uk1(x0)− uk2(x0) > 0 and u′k1
(x) > u′k2

(x) (x ∈ [0, x0]) .

Since limx→∞ uk1(x) = limx→∞ uk2(x) = 0, there exists x1 > x0 with u′k1
(x1) =
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u′k2
(x1) and uk1(x) > uk2(x) for x ∈ (x0, x1). However,

u′k1
(x1) = u′k1

(x0) +

∫ x1

x0

u′′k1
(x) dx = u′k1

(x0) +

∫ x1

x0

xup
k1

(x) dx

> u′k2
(x0) +

∫ x1

x0

xup
k2

(x) dx = u′k1
(x0) +

∫ x1

x0

u′′k2
(x) dx = u′k2

(x1) ,

a contradiction.

Claim 5. There exists x∗ < 0 such that uk∗(x
∗) = 0.

Proof of Claim 5. For a contradiction assume uk∗(x) > 0 for each x ∈ (τk∗ , 0).

Then, u′′k∗(x) = xuk∗ < 0 for all x ∈ (τk∗ , 0). Hence, u′k∗ decreases in (τk∗ , 0), and

in particular u′k∗(0) ≤ u′k∗(x) for each x ∈ (τk∗ , 0). Thus, 0 ≤ uk∗(x) ≤ 1+u′k∗(0)x

for each x ∈ (τk∗ , 0), and consequently τk∗ = −∞.

Next, we show that u′k∗(x0) > 0 for some x0 < 0. If not, then uk∗ decreases on

(−∞, 0) and uk∗(x) ≥ uk∗(0) = 1 for all x < 0. However,

u′k∗(x) = u′k∗(−1)−
∫ −1

x

u′′k∗(s) ds = u′k∗(−1) +

∫ −1

x

(−s)up
k∗(s) ds

≥ u′k∗(−1) + (−1− x) (x ≤ −1) ,

a contradiction to u′k∗(x) ≤ 0 for large negative x. We already proved that u′k∗

decreases for x < 0. Hence u′k∗(x) ≥ u′k∗(x0) > 0 for each x < x0. Thus,

uk∗(x
∗) = 0 for some x∗ < 0, a contradiction.

Now, we finish the proof of the proposition. Notice that uk∗ is a bounded

non-negative solution of (1.45) with a replaced by −x∗. Then

x 7→
( a

x∗

)3/(p−1)

uk∗

( a

x∗
x
)

satisfies (1.45) and the existence part follows.

Let u, v be two nonnegative bounded solutions of (1.45) with u(0) ≤ v(0).

Then, vλ(0) = u(0) for some λ ∈ (0, 1], where vλ(x) := λ3/(p−1)v(λx). If u′(0) 6=
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v′λ(0), we obtain a contradiction to Claim 4. If u′(0) = v′λ(0), then vλ ≡ u, by the

uniqueness of solutions of initial value problems. If λ = 1, then u ≡ v and the

uniqueness follows. Otherwise, λ ∈ (0, 1) and 0 = u(a) = vλ(a) = λ3/(p−1)v(λa) >

0, a contradiction.

1.4 Proofs of a priori estimates

In this section, we use the notation introduced in the previous sections. Especially,

recall the definitions of RN
λ (see (1.27)), Hλ (see (1.28)), xλ (see (1.30)), and dp

(see (1.18)).

Our main technical tools are the following doubling lemmas.

Lemma 1.4.1. Let (X, d) be a compact metric space and let ∅ 6= D ⊂ Σ ⊂ X,

with Σ closed. Set Θ := Σ \D. Also, let M : D → (0,∞) be a bounded function

on compact subsets of D, and fix a real k > 0. If y ∈ D is such that

M(y)d(y,Θ) > 2k ,

then there exists x ∈ D such that

M(x)d(x,Θ) > 2k, M(x) ≥M(y) ,

and

M(z) ≤ 2M(x) (z ∈ D ∩B∗(x, kM−1(x))) , (1.47)

where B∗(y,R) := {x ∈ X : d∗(x, y) ≤ R} and d∗(x, y) = |d(x,Θ)− d(y,Θ)|.
Lemma 1.4.2. The statement of Lemma 1.4.1 holds true if (X, d) is a complete

metric space and B∗(x, kM−1(x)) in (1.47) is replaced by B(x, kM−1(x)), where

B(x,R) := {x ∈ X : d(x, y) ≤ R}.
Lemma 1.4.2 was proved in [54, Lemma 5.1]. The proof of Lemma 1.4.1 is

analogous to the proof of [54, Lemma 5.1]. One only replaces every d by d∗ and

uses compactness of X, when passing to the limit.
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Proof of Theorem 1.1.1. This proof was partly inspired by the proofs of the cor-

responding results in [17, 55, 67]. We use the equivalent formulation intro-

duced in Remark 1.1.3. If (1.17) fails, then there exist (Tk)k∈N ⊂ (0,∞), a

sequence (uk)k∈N of nonnegative solutions of (1.1) with T replaced by Tk, and

(yk, sk)k∈N ⊂ Ω× (0, Tk) such that

Mk(yk, sk) := u
p−1
3

k (yk, sk) > 2k(1 + d−1
k (sk)) (k ∈ N) ,

where dk(s) := min{s, Tk − s} 1
2 . Now, for each k ∈ N, Lemma 1.4.2 with Xk =

Σk = Ω̄ × [0, Tk], d = dP , Dk = Ω̄ × (0, Tk) and Θk = Ω × {0, Tk} implies the

existence of (xk, tk) ∈ Ω̄× (0, Tk) with

Mk(xk, tk) ≥Mk(yk, sk) > 2kd−1
k (tk)

Mk(xk, tk) ≥Mk(yk, sk) > 2k

2Mk(xk, tk) ≥Mk(x, t) ((x, t) ∈ Gk) ,

(1.48)

where

Gk := {(x, t) ∈ Ω× (0, Tk) : dP ((x, t), (xk, tk)) < kλk} ,

and

λk := M−1
k (xk, tk) → 0 as k →∞ .

Here we used that dP ((x, t),Θk) = dk(t) for each (x, t) ∈ Σk. By (1.48)

|t− tk| < k2λ2
k <

d2
k(tk)

4
=

1

4
min{tk, Tk − tk} ((x, t) ∈ Gk) ,

and therefore

{
x ∈ Ω : |x− xk| < kλk

2

}
×

(
tk − k2λ2

k

4
, tk +

k2λ2
k

4

)
⊂ Gk .

Since the function a is bounded, we can, after passing to a subsequence, assume

that A := limk→∞ a(xk) exists.
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Case (1). First assume A 6= 0. We define a sequence (vk)k∈N, of rescaled copies

of u as

vk(x, t) := λ
3

(p−1)

k u(xk + λ
3
2
k x, tk + λ3

kt) ((x, t) ∈ Dk) ,

where

Dk :=

{
x ∈ λ−

3
2

k (Ω− xk) : |x| < k

2λ
1
2
k

}
×

(
− k2

4λk

,
k2

4λk

)
. (1.49)

Then vk(0, 0) = 1 and, by (1.48), 0 ≤ vk(x, t) ≤ 2 for each (x, t) ∈ Dk. Moreover,

vk satisfies

(vk)t = ∆vk + a(xk + λ
3
2
k x)v

p
k, (x, t) ∈ Dk , (1.50)

vk = 0, (x, t) ∈
{
y ∈ λ−

3
2

k (∂Ω− xk) : |y| < k

2λ
1
2
k

}
×

(
− k2

4λk

,
k2

4λk

)
.

(1.51)

By passing to a suitable subsequence we may assume either

(i)
dist(xk, ∂Ω)

λ
3
2
k

→∞ or (ii)
dist(xk, ∂Ω)

λ
3
2
k

→ c∗ ≥ 0 .

If (i) holds, then (1.50), Lp estimates, and the Schauder’s estimates yield a sub-

sequence of (vk)k∈N converging in C
2+σ,1+σ/2
loc (RN ×R), σ ∈ (0, 1) to a function v∞

satisfying

(v∞)t = ∆v∞ +Avp
∞, (x, t) ∈ RN × R .

Moreover, v∞(0, 0) = 1 and v∞ ≤ 2. However, if A > 0 and p < pB(N) (for the

definition of pB(N) see (1.10)) this contradicts [13, Remark 2.6]. If A < 0 and

p > 1 we have a contradiction to Lemma 1.2.1

If (ii) holds, then after an application of a suitable orthogonal change of co-

ordinates, the Lp estimates and the Schauder’s estimates, yield a subsequence of
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(vk)k∈N converging in C
2+σ,1+σ/2
loc (RN

c∗ × R) to a function v∞ satisfying

(v∞)t = ∆v∞ +Avp
∞, (x, t) ∈ RN

c∗ × R ,
v∞ = 0, (x, t) ∈ ∂RN

c∗ × R ,

with v∞(0, 0) = 1 and v∞ ≤ 2. However, if A > 0 and p < pS(N) ≤ pB(N − 1)

this contradicts [55, Theorem 2.1]. If A < 0 and p > 1 we have a contradiction to

Lemma 1.2.2.

Case (2). Assume A = 0. Since a is bounded in C2(Ω̄), we can assume, after

passing to a subsequence, that there exists a vector B := limk→∞∇a(xk) ∈ RN .

Then (1.3) implies B 6= 0.

If (xk)k∈N has a convergent subsequence, we can, after appropriate restriction,

assume the existence of x∞ := limk→∞ xk. Then A = a(x∞) = 0. Set z̃k := x∞

and Vk := V := Ω for each k ∈ N
If (xk)k∈N does not have a convergent subsequence, we can assume |xk−xl| ≥ 3

for each k 6= l. Let Vk be the connected component of B1(xk) ∩ Ω containing xk,

where B1(y) is the unit ball centered at y. By [33, Lemma 6.37], there exists

an extension of a ∈ C2(V̄k) to C2(B̄1(xk)), which we denote again by a. Since

Vk ∩ Vl = ∅ for k 6= l, the function a is well defined on V := ∪k∈NB̄1(xk).

Denote Γ̃ := {x ∈ V̄ : a(x) = 0}. Since a ∈ C2(V), A = 0, and B 6= 0, there is

(z̃k)k∈N ⊂ Γ̃ with |xk − z̃k| → 0 as k →∞. Define δk and (zk)k∈N ⊂ Γ̃ such that

δk := |zk − xk| = dist(xk, Γ̃) ≤ |xk − z̃k| → 0 .

Then a ∈ C2(V) yields limk→∞∇a(zk) = limk→∞∇a(xk) 6= 0. Thus we may

assume |∇a(zk)| 6= 0, and therefore

δk =
|∇a(zk)(xk − zk)|

|∇a(zk)| (k ∈ N) .
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Using that zk ∈ Γ̃, that is, a(zk) = 0, we obtain

a(xk + λkx) = ∇a(zk)(xk + λkx− zk) +O(|δk|2 + λ2
k|x|2) . (1.52)

We define a sequence (wk)k∈N, of rescaled copies of u as

wk(x, t) := λ
3

(p−1)

k u(xk + λkx, tk + λ2
kt) ((x, t) ∈ D̃k) ,

where

D̃k :=

{
x ∈ λ−1

k (Vk − xk) : |x| < k

2

}
×

(
−k

2

4
,
k2

4

)
.

Then, wk(0, 0) = 1 and 0 ≤ wk(x, t) ≤ 2 for each (x, t) ∈ D̃k, and wk satisfies

(wk)t = ∆wk +
1

λk

a(xk + λkx)w
p
k, (x, t) ∈ D̃k , (1.53)

wk = 0, (x, t) ∈
{
y ∈ λ−1

k (∂Ω− xk) : |y| < k

2

}
×

(
−k

2

4
,
k2

4

)
. (1.54)

Hence, by (1.52)

(wk)t = ∆wk +
1

λk

[∇a(zk)(xk + λkx− zk) +O(|δk|2 + λ2
k|x|2)

]
wp

k,

(x, t) ∈ D̃k . (1.55)

Case (2a). Assume that there is a suitable subsequence of (xk)k∈N such that

lim
k→∞

∇a(zk)(xk − zk)

λk

= ±|B| lim
k→∞

δk
λk

=: d∗ ∈ R .

By passing to a yet another subsequence we may assume that either

(i)
dist(xk, ∂Ω)

λk

→∞ or (ii)
dist(xk, ∂Ω)

λk

→ c∗ ≥ 0 .

If (i) holds, then (1.55), Lp estimates, and standard imbeddings yield a subse-
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quence of (wk)k∈N converging in Cloc(RN ×R) to a function w∞ ∈ C(RN ×R) that

is a weak solution of the problem

(w∞)t = ∆w∞ + (d∗ + B · x)wp
∞, (x, t) ∈ RN × R ,

satisfying w∞(0, 0) = 1, w∞ ≤ 2. Standard regularity theory implies that w∞

is in fact a classical solution. After a suitable orthogonal transformation and

translation, we obtain a nontrivial nonnegative bounded solution of the problem

(w∞)t = ∆w∞ ± |B|xnw
p
∞, (x, t) ∈ RN × R ,

a contradiction to [52, Theorem 1.1] for any p > 1.

If (ii) holds, then dist(xk, ∂Ω) → 0 as k → ∞. After a suitable rotation

we have νΩ(xk) → −e1 as k → ∞. Then (1.55), Lp estimates, and standard

imbeddings yield a subsequence of (wk)k∈N converging in Cloc(RN
c∗×R) to a function

w∞ ∈ C(RN
c∗ × R) that is a weak solution of the problem

(w∞)t = ∆w∞ + (d∗ + B · x)wp
∞, (x, t) ∈ RN

c∗ × R ,
w∞ = 0, (x, t) ∈ ∂RN

c∗ × R ,

with w∞(0, 0) = 1 and w∞ ≤ 2. Standard regularity theory yields that w∞ is in

fact a classical solution. Also a ∈ C2(Ω̄), dist(xk, ∂Ω) → 0 and (1.13) imply

0 <
c̃

2
≤ lim inf

k→∞

∣∣∣∣
∇a(xk)

|∇a(xk)| + e1

∣∣∣∣ =

∣∣∣∣
B
|B| + e1

∣∣∣∣ .

Thus, B is not a multiple of −e1. Now, after a suitable translation, we obtain a

contradiction, to Corollary 1.2.4 for any p > 1.

Case (2b). After passing to a subsequence, we may assume that

lim
k→∞

∇a(zk)(xk − zk)

λk

= ±|B| lim
k→∞

δk
λk

= ±∞ .
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Setting

y =
x

αk

, s =
t

α2
k

,

where

αk :=

(
λk

δk|∇a(zk)|
) 1

2

=

(
λk

|∇a(zk)(xk − zk)|
) 1

2

→ 0

we transform (1.55) to

(wk)s = ∆ywk +
α2

k

λk

a(xk + λkαky)w
p
k

= ∆ywk +
∇a(zk)(xk − zk + λkx) +O(δ2

k + λ2
k|x|2)

|∇a(zk)(xk − zk)| wp
k

= ∆ywk + [±1 + α3
k∇a(zk)y +O(δk + α4

kλk|y|2)]wp
k , (y, s) ∈ D̂k ,

where

D̂k :=

{
y ∈ (λkαk)

−1(Ω− xk) : |y| < k

2αk

}
×

(
− k2

4α2
k

,
k2

4α2
k

)
.

Moreover, by (1.54)

wk = 0
(

(y, s) ∈
{
y ∈ (λkαk)

−1(∂Ω− xk) : |y| < k

2αk

}
×

(
− k2

4α2
k

,
k2

4α2
k

))
.

By passing to a yet another subsequence, we may assume either

(i)
dist(xk, ∂Ω)

λkαk

→∞ or (ii)
dist(xk, ∂Ω)

λkαk

→ c∗ ≥ 0 .

If (i) holds, the Lp estimates and standard imbeddings yield a subsequence of

(wk)k∈N converging in Cloc(RN ×R) to a function w∞ ∈ C(RN ×R) that is a weak

solution of the problem

(w∞)t = ∆w∞ ± wp
∞, (x, t) ∈ RN × R ,
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and w∞(0, 0) = 1, w∞ ≤ 2. Standard regularity theory implies that w∞ is a

classical solution. However, this contradicts [13] (with “+” sign) for any 1 < p <

pB(N) and Lemma 1.2.1 (with “-” sign) for any p > 1.

If (ii) holds, then after a suitable orthogonal change of coordinates and a

translation, the Lp estimates and standard imbeddings yield a subsequence of

(wk)k∈N converging in Cloc(RN
c∗×R) to a function w∞ ∈ C(RN

c∗×R) that is a weak

solution of the problem

(w∞)t = ∆w∞ ± wp
∞, (x, t) ∈ RN

c∗ × R ,
w∞ = 0, (x, t) ∈ ∂RN

c∗ × R ,

and w∞(0, 0) = 1, w∞ ≤ 2. Standard regularity theory implies that w∞ is a

classical solution. However this contradicts [55, Theorem 2.1] (with “+” sign)

for any 1 < p < pS(N) ≤ pB(N − 1) and Lemma 1.2.2 (with “-” sign) for any

p > 1.

Let us formulate a sufficient condition that guarantees (1.20).

Lemma 1.4.3. Let Ω be a smooth bounded domain in RN , 1 < p < pB(N), and

assume that a ∈ C2(Ω̄). For a nonnegative classical solution u of (1.1), (1.2)

define x∗ : (0, T ) → Ω such that

u(x∗(t), t) = sup
x∈Ω

u(x, t) (t ∈ (0, T )) .

If there exist ε∗ > 0 and t0 ∈ [0, T ] such that dist(x∗(t),Γ) ≥ ε∗ for each t ∈ [t0, T ],

then (1.20) holds with C depending on N , p, Ω, a, ‖u0‖L∞(Ω), ε
∗ and t0.

Proof. As in the proof of Theorem 1.1.1, we use the equivalent formulation intro-

duced in Remark 1.1.3. Assume that (1.20) fails. Then there exist (Tk)k∈N ⊂
(0,∞), a sequence (uk)k∈N of nonnegative solutions of (1.1), and a sequence

(yk, sk)k∈N ⊂ Ω× (0, Tk) such that

M̃k(yk, sk) > 2k(1 + d−1
k (sk)) ,



39

where

M̃k := u
p−1
2

k , dk(t) = min{t, Tk − t} 1
2 .

Now, Lemma 1.4.1 with compact Xk = Σk = Ω̄ × [0, Tk], Dk = Ω̄ × (0, Tk) and

Θk = Ω̄× {0, Tk} implies the existence of a sequence (x′k, tk) ∈ Ω× (0, Tk) with

M̃k(x
′
k, tk) ≥ M̃k(yk, sk) > 2kd−1

k (tk)

M̃k(x
′
k, tk) ≥ M̃k(yk, sk) > 2k

2M̃k(x
′
k, tk) ≥ M̃k(x, t) ((x, t) ∈ G′k) ,

(1.56)

where

G′k := {(x, t) ∈ Ω× (0, T ) : d∗k((x, t), (x
′
k, tk)) < kλ′k} ,

d∗k((x, t), (y, s)) := |dk(t)− dk(s)| ((x, t), (y, s) ∈ Xk) ,

and

λ′k := M̃−1(x′k, tk) → 0 as k →∞ .

Observe that d∗k does not depend on x, and therefore (1.56) remains true if we

replace x′k by xk := x∗(tk) and G′k by

Gk := {(x, t) ∈ Ω× (0, T ) : d∗k((x, t), (xk, tk)) < kλk} ⊂ G′k ,

where

λk := M̃−1(xk, tk) → 0 .

By our assumptions limk→∞ a(xk) 6= 0. The rest of the proof is now the same

as Case (1) in the proof of Theorem 1.1.1 (see also [55, Theorem 4.1]) with vk

replaced by

vk(x, t) := λ
2

p−1u(xk + λkx, tk + λ2
kt) ((x, t) ∈ Dk) ,
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and Dk by

Dk :=

{
(x, t) ∈ λ−1

k (Ω− xk) : |x| < k

2

}
×

(
−k

2

2
,
k2

2

)
.

Proof of Proposition 1.1.5. In the proof we implicitly assume that all constants

depend on N , p, Ω, a, ‖u0‖L∞(Ω) and T . Fix any ξ ∈ ∂Ω with a(ξ) = 0. Since Ω

is convex, we can, after a suitable rotation, assume

ξ1 = sup
x∈Ω

x1, and therofore νΩ(ξ) = e1 .

Since ξ is a local minimizer of a in Ω̄, all tangential derivatives of a vanish at ξ.

Then (1.7) implies ∂x1a(ξ) < 0. Denote

Ωλ := {x ∈ Ω : x1 > λ} .

Assume u 6≡ 0, otherwise the statement is trivial. Observe, that u satisfies

ut = ∆u+ α(x, t)u, (x, t) ∈ Ω× (0, T ) ,

where α(x, t) = a(x)up−1. By Theorem 1.1.1, α is bounded on Ω×(0, T/2) and the

bound depends only on the implicitly assumed constants. Next, Hopf boundary

lemma (see [42, Lemma 2.6]) implies ∂e1u(ξ,
T
2
) < 0. By the convexity of Ω, we

can choose λ < ξ1, sufficiently close to ξ1 such that

wλ(x, t) := u(xλ, t)− u(x, t) ((x, t) ∈ Ωλ × (0, T ))

is well defined. Since ∂x1u(ξ,
T
2
) < 0 and ∂x1a(ξ) < 0, we can increase λ < ξ1 such

that

wλ(x,
T

2
) > 0, and a(xλ) > a(x) (x ∈ Ωλ) .

Observe that ξ1 − λ ≥ c1 > 0, where c1 is independent of ξ. Since a(xλ) > a(x)
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for x ∈ Ωλ, wλ satisfies

(wλ)t ≥ ∆wλ + α∗(x, t)wλ, (x, t) ∈ Ωλ × (0, T ) ,

where

α∗(x, t) := a(x)
up(xλ, t)− up(x, t)

u(xλ, t)− u(x, t)
((x, t) ∈ Ωλ × (0, T ))

is bounded on compact subintervals of (0, T ). Similarly as in (1.31)

wλ(x, t) ≥ 0 ((x, t) ∈ ∂Ωλ × (0, T )) .

Now, the maximum principle implies wλ > 0 in Ωλ×
(

T
2
, T

)
. Therefore |x∗(t)−ξ| ≥

c0 for each t ∈ (
T
2
, T

)
. Since c0 is independent of ξ and Γ ⊂ ∂Ω, one has

dist(x∗(t),Γ) ≥ dist(x∗(t), ∂Ω) ≥ c0 > 0

(
t ∈

(
T

2
, T

))
,

and the statement of the proposition follows from Lemma 1.4.3.

Lemma 1.4.4. Let N = 1, Ω = (0, 1) and fix µ ∈ [0, 1
2
). Assume a ∈ C2([0, 1])

has exactly one nondegenerate zero µ ∈ [0, 2µ]. Also assume a(x) < 0 for x ∈ [0, µ)

and

u0(x) ≤ u0(x
µ) (x ∈ (0, µ)) . (1.57)

If u 6≡ 0 is a nonnegative solution of the problem (1.1), (1.2), then |x∗(t) − µ| ≥
c0 > 0 and c0 depends on N , p, a, ‖u0‖L∞((0,1)), T .

Proof. For each λ ∈ (0, 1
2
), define wλ : (0, λ)×(0,∞) → R as wλ(x, t) := u(xλ, t)−

u(x, t). Since a(xµ) ≥ 0 ≥ a(x) for each x ∈ [0, µ],

a(xµ)up(xµ, t)− a(x)up(x, t) ≥ 0 ((x, t) ∈ [0, µ]× (0, T )) .
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Thus,

(wµ)t − (wµ)xx ≥ 0 ((x, t) ∈ (0, µ)× (0, T )) .

By (1.57)

wµ(x, 0) = u0(x
µ)− u0(x) ≥ 0 (x ∈ (0, µ)) .

Since u 6≡ 0, the maximum principle implies u > 0 in (0, 1)×(0, T ). Then similarly

as in (1.31)

wµ(0, t) > 0 and wµ(µ, t) = 0 (t ∈ (0, T )) .

Then, the maximum principle wµ > 0 in (0, µ) × (0, T ) and ∂xwµ(µ, t) < 0 for

t ∈ (0, T ). Hence, for sufficiently small ε0 > 0 we obtain

wλ(x, T/2) ≥ 0 (x ∈ (0, λ), λ ∈ [µ, µ+ ε0)) .

As above one can show

wλ(0, t) > 0 and wλ(λ, t) = 0 (t ∈ (T/2, T )) .

Since a′(µ) > 0, we can decrease ε0 > 0 to obtain a(xλ) ≥ a(x) for each x ∈ (0, λ)

and each λ ∈ [µ, µ+ ε0). Then

(wλ)t −∆wλ ≥ a(x)[up(xλ, t)− up(x, t)] = c(x, t)wλ

((x, t) ∈ (0, λ)× (t0, T )) ,

where c(x, t) is a continuous function on [0, λ]×[t0, T ) (possibly unbounded as t→
T ) The maximum principle implies wλ(x, t) > 0 for each (x, t) ∈ (0, λ)×(t0, T ). In

particular x∗(t) ≥ λ > µ, and therefore |x∗(t)−µ| ≥ c0 > 0 for each t ∈ (t0, T ).

Proof of Proposition 1.1.7. Lemma 1.4.4 with µ = µ1 implies |x∗(t)−µ1| > ε∗ > 0.

If we replace x by 1 − x and use Lemma 1.4.4 with µ = 1 − µ2 again, we obtain

|x∗(t)− µ2| > ε∗ > 0. Now, the proposition follows from Lemma 1.4.3.
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Proof of Proposition 1.1.6. Without loss of generality assume a(0) ≤ 0, otherwise

replace x by 1− x. If µ < 1
2
, then the proposition follows from Lemma 1.4.4 and

Lemma 1.4.3. Assume µ ∈ [1
2
, 1]. Similarly as in the proof of Lemma 1.4.4, we

can show that wµ(x, t) := u(xµ, t)− u(x, t) is well defined on [µ, 1] and satisfies

wµ(x, t) < 0 ((x, t) ∈ (µ, 1)× (0, T )) and w′µ(µ, t) < 0 (t ∈ (0, T )) .

Hence, for λ > µ sufficiently close to µ we have wλ(x,
T
2
) < 0 for any x ∈ (λ, 1).

Similarly as in Lemma 1.4.4 (using the maximum principle) we prove wλ(x, t) < 0

for any (x, t) ∈ (λ, 1) × (T
2
, T ). Consequently, |x∗(t) − µ| > λ − µ > 0 for all

t ∈ (T
2
, T ) and the proposition follows from Lemma 1.4.3.



Chapter 2

Asmyptotically symmetric

equations

2.1 Introduction

In this chapter we study quasilinear parabolic equation

∂tu = Aij(t, u,∇u)uxixj
+ F (t, u,∇u) +G(x, t), (x, t) ∈ RN × (0,∞) , (2.1)

where ∇g denotes the gradient of a function g. The functions A and F satisfy

certain regularity, ellipticity, and symmetry assumptions as specified in the next

section. The function G that decays to 0 as t approaches infinity, is considered to

be a perturbation of the problem. In (2.1) and also in the rest of the chapter we

use summation convention, that is, when an index appears twice in a single term,

we are summing over all of its possible values, usually from 1 to N .

Our goal is to show that every positive, classical, global, bounded solution u

of (2.1) is asymptotically symmetric. Before we make these statements precise,

let us give a brief account of older results.

The first results on reflectional symmetry were established by Gidas, Ni and

Nirenberg [27] for positive solutions of elliptic equations on bounded domains.

44
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Specifically, if Ω is a bounded, smooth domain, convex in x1, and symmetric with

respect to the hyperplane

H0 := {x ∈ RN : x1 = 0} ,

and f is a Lipschitz function, then a positive classical solution u of

∆u+ f(u) = 0, x ∈ Ω , (2.2)

u = 0, x ∈ ∂Ω , (2.3)

is even in x1 and nonincreasing in the set

Ω0 := {x ∈ Ω : x1 > 0} .

The used techniques included the maximum principle and the method of moving

hyperplanes introduced by Alexandrov [3] and developed by Serrin [60], who used

it for overdetermined elliptic problems. Later, the results of Gidas et al. were

generalized by Li [39] to fully nonlinear problems and Berestycki and Nirenberg

[12] extended them to nonsmooth domains Ω. We refer the reader to the surveys

[10, 46, 48] for more results, references, and generalizations.

In another paper, Gidas, Ni and Nirenberg [28] considered (2.2) with Ω = RN

and a smooth nonlinearity f satisfying f(0) = 0, and certain hypothesis near 0.

They proved that each positive solution which decays to 0 at a suitable rate, is

radially symmetric. Later, Li [40] showed that any decay of solution as |x| → ∞ is

sufficient for symmetry, provided f(0) = 0 and f ′(0) < 0. The later condition was

weakened by Li and Ni [41], who assumed that f ′(z) ≤ 0 for any z sufficiently close

to 0. All these papers also treat fully nonlinear problems. The described results

were extended in various directions such as cooperative systems of equations, more

general unbounded domains, or more general equations. We again refer the reader

to [10, 46, 48] for more references.

The situation is more complicated for parabolic problems, as one cannot expect
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the solution to be symmetric, unless the initial data are symmetric. However, one

can prove that the solution approaches the space of symmetric functions as time

approaches infinity. To make this concept precise, for any open Ω ⊂ RN we define

ω-limit set of u to be

ω(u) := {z : z = lim
n→∞

u(·, tn) for some tn →∞} ,

where the convergence is in the space C0(Ω̄), the space of continuous functions

on Ω̄ that vanish on ∂Ω and decay to zero at infinity (if Ω is unbounded). The

space C0(Ω̄) is equipped with the supremum norm. If Ω is a bounded domain,

symmetric with respect to H0, we say that u is asymptotically symmetric if z is

even in x1 and decreasing in x1 in Ω0 for each z ∈ ω(u).

The first results on asymptotic symmetry appeared in [35], where Hess and

Poláčik proved asymptotic symmetry for positive classical solutions of the problem

ut = ∆u+ f(t, u), x ∈ Ω ,

u = 0, x ∈ ∂Ω .

Here, Ω is a smooth bounded domain convex in x1, symmetric with respect to

H0 and f is Hölder in t and Lipschitz in u. In an independent work Babin [6, 7]

showed asymptotic symmetry for autonomous fully nonlinear problem and later,

Babin and Sell [8] allowed nonlinearity to depend on t. However, these results

require additional compactness and positivity assumptions compared to [35].

These drawbacks were removed in [51], where Poláčik proved the asymptotic

symmetry for positive, classical solutions of a general fully nonlinear parabolic

problem on bounded domains. The results required certain strong positivity as-

sumptions that were further discussed in [23].

Unlike for elliptic equations, symmetric properties of solutions on RN are much

less understood. The difficulties arise from the fact that the center of symmetry

is not a priori fixed. Even if one is able to prove the symmetry of every function

z ∈ ω(u) with respect to some hyperplane, it is not immediate to show that all
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functions in ω(u) are symmetric with respect to the same hyperplane. Having this

in mind, we say that u defined on Ω = RN is asymptotically symmetric, if there is

λ0 ∈ R such that all functions z ∈ ω(u) are symmetric with respect to the same

hyperplane

Hλ0 := {x ∈ RN : x1 = λ0} ,

and decreasing in the halfspace

RN
λ0

:= {x ∈ RN : x1 > λ0} .

In [49], Poláčik proved that a nonnegative solution u of (2.1) is asymptotically

symmetric, provided G ≡ 0 and assumptions (N1)–(N4), (2.15), (2.16) from the

next section are satisfied. In [50], Poláčik discussed entire solutions, that is,

solutions defined for all times (positive and negative), and he showed that each

nonnegative entire solution is symmetric at each time.

We were not able to locate any symmetry results in the literature if G 6≡ 0.

However, these can be obtained if the problem (2.1) is asymptotically autonomous,

that is, if F and Aij are independent of t, and u converges to a solution of the

elliptic problem

0 = Aij(u,∇u)uxixj
+ F (u,∇u), x ∈ RN . (2.4)

Then by the symmetry results for elliptic problems [28], this equilibrium is sym-

metric, and therefore the solution of the parabolic problem is asymptotically sym-

metric.

The convergence to a nonnegative equilibrium was obtained for asymptoti-

cally autonomous problems, that is, for the problems that are approaching an

autonomous one as t → ∞. First, let us explain the existing results on the fol-

lowing model problem. Let u be a classical, global, nonnegative solution of the
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problem

ut = ∆u+ F (u) +G(x, t), (x, t) ∈ Ω× (0,∞) ,

u(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞) .
(2.5)

Huang and Takáč in [36] (see also [15]) proved that the solution u of (2.5) converges

to a solution v of the problem

0 = ∆v + F (v), x ∈ Ω ,

v = 0, x ∈ ∂Ω ,
(2.6)

provided Ω is a smooth bounded domain, F satisfies certain analyticity assump-

tions and

sup
t∈(0,∞)

t1+δ

∫ ∞

t

‖G(·, s)‖L2(Ω)ds <∞ . (2.7)

Huang and Takáč also treated more general gradient-like problems with self-

adjoint differential operators.

Later, Chill and Jendoubi [16] considered the problem (2.5) with Ω = RN and

F (u) =
∑
p∈P

cp|u|p−1u ,

where P is a finite subset of (1, N+2
N−2

) and cq > 0 for q = maxp∈P p. Moreover,

they assumed that there exists a compact set K ⊂ RN with suppG(·, t) ⊂ K for

each t > 0. As a result, they proved that (2.7) implies the convergence of positive

solutions u, with bounded H1(RN) norm, to a solution of (2.6).

In this work we generalize symmetry results from [49] to nonnegative solutions

of the problem (2.1) with G 6≡ 0. Under the assumptions (N1)–(N4) listed in

the next section, we prove that each positive solution of (2.1) is asymptotically

symmetric, provided there exists µ > 0 with

‖G‖X(t,∞)
≤ Ce−µt (t ≥ 0) , (2.8)
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where

X(s,t) := L∞(RN × (s, t))⊕ LN+1(RN × (s, t)) (t, s ∈ (0,∞], s < t) (2.9)

is the space of functions f that can be written in the form f = g + h with

g ∈ L∞(RN × (s, t)) and h ∈ LN+1(RN × (s, t)), equipped with the norm

‖f‖X(s,t)
= inf

g+h=f

(‖g‖L∞(RN×(s,t)) + ‖h‖LN+1(RN×(s,t))

)
. (2.10)

Notice that G is not assumed to be globally integrable in x. This generalization

proves to be useful for perturbations that depends on the solution or derivatives

of solution, since these are only assumed to be bounded. Indeed, if instead of G :

(x, t) → R we consider a function G̃ : (x, t, u, p, q) ∈ Ω× [0,∞)× R1+N+N2 → R,

then our results apply, if

G̃ : (x, t) 7→ G̃(x, t, u(x, t), Du(x, t), D2u(x, t)) ((x, t) ∈ RN × [0,∞))

satisfies (2.8). An example of such function G̃ is

G̃ : (x, t, u,Du,D2u) 7→ e−tg(u,Du,D2u) , (2.11)

where g is continuous. Notice that problem (2.1) with G replaced by G̃ is fully

nonlinear. Therefore, our symmetry results cover certain fully nonlinear problems

that converge exponentially to quasilinear ones as t → ∞. However, it is not

known if the symmetry results hold for general fully nonlinear equations.

If we apply our results on reflectional symmetry in various directions, the stan-

dard arguments show that all functions in the ω-limit set are radially symmetric

with respect to the same origin. In a future work we show how to apply our sym-

metry results in the study of the asymptotic behavior of solution of asymptotically

autonomous problems, that is, when F and (Aij) are independent of t.

The asymptotic symmetry of positive solutions does not hold true if we merely
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assume that G converges to 0 as t → ∞. A counterexample is given in Example

2.2.3 below, with ‖G‖X(t,∞) ≈ 1
t
. However, it is not know if the exponential

decay (as stated in (2.8)) is necessary. Especially, we leave as an open problem,

whether the integrability of t 7→ ‖G‖X(t,∞) is sufficient for asymptotic symmetry

of solutions.

To prove the symmetry results, we extend linear estimates for parabolic equa-

tions such as Alexandrov-Krylov estimate and the Harnack inequality to more

general inhomogeneities (right hand sides) on unbounded domains. Since these

results might be of independent interest, especially for applications to unbounded

domains, we devote them a separate section. Once the linear estimates are es-

tablished, we follow the framework from [49] to prove the symmetry results. The

application of methods from [49] is not completely straightforward and a special

care should be taken when treating perturbations on unbounded sets, since vari-

ous constants might depend on the diameter of the set or the length of the time

interval. In that case, we restrict our arguments to bounded time intervals and

use iterative methods.

The rest of the chapter is organized as follows. In the next section we state our

main results. Section 2.3 contains general linear estimates of parabolic problems,

and in Section 2.4, we prove the symmetry results.

2.2 Main results

Consider parabolic problem (2.1). We assume that the real valued functions

(Aij)1≤i,j≤N , F : (t, u, p) 7→ R are defined on [0,∞) × [0,∞) × RN and satisfy

the following conditions.

(N1) Regularity. The functions (Aij)1≤i,j≤N , F are continuous on [0,∞)×[0,∞)×
RN and continuously differentiable with respect to u and p = (p1, · · · , pN)

uniformly in t ∈ [0,∞). This means, that if h stands for any of ∂uAij, ∂uF ,



51

∂pk
Aij or ∂pk

F for some 1 ≤ i, j, k ≤ N , then for each M > 0 one has

lim sup
0≤u,v,|p|,|q|≤M,t≥0
|u−v|+|p−q|→0

|h(t, u, p)− h(t, v, q)| = 0 . (2.12)

(N2) Ellipticity. There is a positive constant α0 such that for each ξ ∈ RN

Aij(t, u, p)ξiξj ≥ α0|ξ|2 ((t, u, p) ∈ [0,∞)× [0,∞)× RN) .

(N3) Symmetry. For each (t, u, p) ∈ [0,∞) × [0,∞) × RN and 1 ≤ i, j ≤ N one

has

Aij(t, u, p) = Aij(t, u,−p1, p2, · · · , pN) ,

F (t, u, p) = F (t, u,−p1, p2, · · · , pN) ,

A1j = Aj1 ≡ 0 if j 6= 1 .

(N4) Stability of 0. F (t, 0, 0) = 0 and there is a constant γ > 0 such that

∂uF (t, 0, 0) < −2γ (t ≥ 0) .

Remark 2.2.1. The assumption (N4) and uniform continuity of ∂uF in t imply

the existence of ε∗γ > 0 with

∂uF (t, u, p) < −γ ((t, u, p) ∈ [0,∞)× [0, ε∗γ]×Bε∗γ ) ,

where Br is an open ball centered at the origin with the radius r.

The assumptions on G are as follows (recall that X(s,t) was defined in (2.9)) .

(G1) G ∈ X(t,t+1) for each t ∈ [0,∞) and

lim
t→∞

‖G‖X(t,t+1)
= 0 (2.13)
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Some results require exponential decay of G.

(G2) For each t ∈ (0,∞) one has G ∈ X(t,∞). Moreover, there exist µ > 0 and

Cµ > 0 such that

‖G‖X(t,∞)
≤ Cµ

2
e−µt (t > 0) (2.14)

One can easily verify that, with possibly changed µ, (G2) is equivalent to the

following statement. For each ε > 0, there exists tε > 0 with ‖G̃‖X(tε,∞)
≤ ε,

where G̃(x, t) = eµ(t−tε)G(x, t). Notice that if we replace X(t,∞) by X(t,t+1) in

(G2), we obtain an equivalent assumption. As explained in the introduction, the

space X allows us to treat, possibly unbounded, perturbations depending on u,

Du or D2u.

We assume that u is a classical, nonnegative, global solution of (2.1), that is,

u ∈ C2,1(RN × (0,∞)) and u satisfies (2.1) everywhere. Moreover, we assume

S := sup
(x,t)∈RN×[0,∞)

1≤i,j≤N

{|u(x, t)|, |uxi
(x, t)|, |uxixj

(x, t)|} <∞ , (2.15)

and

lim sup
|x|→∞,t∈[0,∞)

{|u(x, t)|, |uxi
(x, t)|, |uxixj

(x, t)|} = 0 (1 ≤ i, j ≤ N) . (2.16)

Observe that (N1) combined with (2.15) yields the existence of β0 > 0 such

that

sup
t≥0

|h(t, v, p)− h(t, w, q)| ≤ β0|(v, p)− (w, q)|

(v, w ∈ [0, S], p, q ∈ RN , |p|, |q| ≤ S) , (2.17)

where h stands for F or Aij, and S was defined in (2.15). Although we suppose

(N2) with fixed constant α0 > 0, we really need it to be true on the range of

(u,Du,D2u) for each considered solution u. Since u is bounded and has bounded
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derivatives, (N2) needs to hold true only for u, |p| ≤ S.

By (2.16), there is ρ∗γ such that |u|, |∇u| < ε∗γ in (RN \ Bρ∗γ ) × [0,∞), and

therefore by Remark 2.2.1

∂uF (t, u(x, t),∇u(x, t)) < −γ ((x, t) ∈ (RN \Bρ∗γ )× [0,∞)) . (2.18)

Uniformity of the limit (2.16) in t is not technical. When omitted the symmetry

results may fail even for G ≡ 0. For more details see [50] and references therein.

It is not sufficient to merely assume ∂uF (t, 0, 0) < 0 in (N4). Indeed, for

appropriate p > 1 Poláčik and Yanagida [56] constructed a positive solution of

the problem

ut = ∆u+ up, (x, t) ∈ RN × (0,∞)

satisfying (2.15) and (2.16) that is not asymptotically symmetric. If we set

F (t, u, q) = up − e−tu and G(x, t) = e−tu(x, t), then ∂uF (t, 0, 0) < 0 and G

satisfies (G2). However, u is not asymptotically symmetric.

The assumptions (2.15) and (2.16) guarantee that u is globally defined and

{u(·, t) : t ≥ 0} is relatively compact in E := C1
0(RN), which stands for the space

of C1(RN) functions, bounded together with their first order derivatives, equipped

with the standard C1 norm. Define the ω-limit set of u

ω(u) = {z : z = lim
n→∞

u(·, tn) for some tn →∞} , (2.19)

where the convergence is in the topology of the space C1
0(RN). Then ω(u) is

nonempty, compact set in E, and it attracts the solution in the following sense

lim
t→∞

distE (u(·, t), ω(u)) = 0 . (2.20)

We are ready to formulate our first symmetry result.

Theorem 2.2.2. Assume (N1)–(N4), (G1), and let u be a global solution of (2.1)

satisfying (2.15) and (2.16). Then either u converges to 0 in L∞(RN) or there
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exist λ ∈ R and φ ∈ ω(u) such that for each x ∈ RN
λ one has

φ(2λ− x1, x
′) = φ(x) ((x1, x

′) = x ∈ RN) ,

∂x1φ(x) < 0 (x ∈ RN
λ ) .

(2.21)

If we in addition assume (G2), then either ω(u) = {0} or there is λ ∈ R such that

(2.21) holds for all φ ∈ ω(u).

The following example shows, that the last statement of Theorem 2.2.2 does

not hold if we merely assume (G1). In particular it is not true that all functions

in the ω-limit set are symmetric with respect to the same hyperplane.

Example 2.2.3. Let v be a positive function satisfying (2.15), (2.16) and

0 = ∆v + g(v), x ∈ RN , (2.22)

for appropriate function g with g′(0) < 0. Such a function v exists for example for

g(u) = λu+up (see e.g. [11] and references therein) with λ < 0, 1 < p < pS, where

pS := N+2
N−2

for N ≥ 3 and pS = ∞ for N ≤ 2 is the critical Sobolev exponent.

By [28], v is radially symmetric and radially decreasing with center at a point

x0 ∈ RN . Let η : [0,∞) → R be a bounded differentiable function and define

u : RN × (0,∞) → R by u(x, t) := v(x1 + η(t), x′) for any (x, t) = ((x1, x
′), t) ∈

RN × [0,∞). Then u satisfies (2.15), (2.16), and

ut = ∆u+ g(u) +G(x, t), (x, t) ∈ RN × [0,∞) ,

where

G(x, t) := vx1(x1 + η(t), x′)η′(t) ((x, t) = ((x1, x
′), t) ∈ RN × [0,∞)) .

It is easy to see that we can choose η with the following properties. There are

sequences (sk)k∈N, (tk)k∈N with sk, tk → ∞ as k → ∞ such that η(tk) = 1,
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η(sk) = 0, and there is C > 0 with |η′(t)| ≤ C
t

for all t > 0. Since vx1 is bounded,

lim
t→∞

‖G‖X(t,t+1)
≤ lim

t→∞
‖G‖L∞(RN×(t,t+1)) ≤ lim

t→∞
‖vx1‖L∞(RN×(0,∞))

C

t
= 0 ,

and in particular G satisfies (G1). However, v(x1 + s, x′) ∈ ω(u) for any s ∈ [0, 1],

and therefore the functions in ω(u) are not symmetric with respect to the same

hyperplane.

Finally, we state the corollary of Theorem 2.2.2 on asymptotic radial symmetry.

We omit the proof since it uses the same arguments as in the case G ≡ 0 (cf. [49]).

The formulation of results on rotational symmetry, if the problem is rotationally

symmetric, is left to the reader.

Corollary 2.2.4. In addition to (N1) – (N4) and (G2), assume Aij ≡ 0 if i 6= j

and

Aii(t, u, p) = Aii(t, u, q), F (t, u, p) = F (t, u, q) whenever |p| = |q| .

Let u be a global solution of (2.1) satisfying (2.15) and (2.16). Then either u

converges to 0 in L∞(RN) or there exists ξ ∈ R such that for each φ ∈ ω(u) there

is φ̃ : R→ R with

φ(x− ξ) = φ̃(|x|) (x ∈ RN) ,

∂rφ̃(r) < 0 (r = |x| > 0) .

2.3 Linear equations

This section is devoted to linear parabolic estimates as a preparation for the

method of moving hyperplanes. The results that were already published are stated

without proofs. However, at some places we have to extend existing results and

for those we include proofs as well.

Recall the following standard notation. For an open set Q ⊂ RN we denote

by ∂PQ the parabolic boundary of Q (for precise definition see e.g. [37, 42]). We
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also define a time cut of Q to be

QM := {(x, s) ∈ Q̄ : s ∈M} (M ⊂ R) . (2.23)

If M = {t}, we often write Qt instead of Q{t}.

For bounded sets U , U1 in RN or RN+1, the notation U1 ⊂⊂ U means Ū1 ⊂ U ,

diamU stands for the diameter of U , and |U | for its Lebesgue measure (if it is

measurable). For any λ ∈ (−∞,∞) we define an open half space: RN
λ := {x ∈

RN : x1 > λ}, and for λ = −∞ we set RN
λ = RN . The open ball in RN centered

at x with radius r is denoted by B(x, r) and if the ball is centered at the origin,

that is, if x = 0, we also write Br := B(0, r). For any λ ∈ R and R > 0 we set

Bλ
R := BR ∩ RN

λ . Symbols f+ and f− denote the positive and negative parts of a

function f : f± := (|f | ± f)/2 ≥ 0.

We consider time dependent elliptic operators L of the form

L(x, t) = akm(x, t)
∂2

∂xk∂xm

+ bk(x, t)
∂

∂xk

. (2.24)

To simplify the notation we shall use the following definition.

Definition 2.3.1. Given an open set Q ∈ RN × (0,∞) and positive numbers α0,

β0, we say that an operator L of the form (2.24) belongs to E(α0, β0, Q) if its

coefficients akm, bk are measurable functions defined on Q and they satisfy

|akm|, |bk| ≤ β0 (k,m = 1, . . . , N) ,

akm(x, t)ξkξm ≥ α0|ξ|2 ((x, t) ∈ Q, ξ ∈ RN).

2.3.1 Nonlinear to linear

In this subsection we assume (N1) – (N4) and (G1). At some places, where

explicitly stated, we also assume (G2). Fix a positive global solution u of (2.1)

satisfying (2.15) and (2.16). We show, how symmetries of the problem give rise

to linear equations from the nonlinear ones.
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We say that a pair of functions (ũ, G̃) is admissible, if ũ satisfies (2.15), (2.16),

G̃ satisfies (G1), and ũ is a positive solution of (2.1) with G replaced by G̃. In

particular (u,G) is an admissible pair.

Let (ũ, G̃) be an admissible pair different to (u,G). If we denote w := u − ũ,

then

wt = L(x, t)w + c(x, t)w + f(x, t), (x, t) ∈ RN × (0,∞) ,

lim
|x|→∞

sup
t∈(0,∞)

|w(x, t)| = 0 ,
(2.25)

where L has the form (2.24) with

aij(x, t) = Aij(t, u(x, t),∇u(x, t)),

bi(x, t) =

∫ 1

0

Fpi
(t, u(x, t),∇ũ(x, t) + s(∇u(x, t)−∇ũ(x, t))) ds

+ ũxkx`
(x, t)

∫ 1

0

Ak`,pi
(t, u(x, t),∇ũ(x, t) + s(∇u(x, t)−∇ũ(x, t))) ds,

c(x, t) =

∫ 1

0

Fu(t, ũ(x, t) + s(u(x, t)− ũ(x, t)),∇ũ(x, t)) ds

+ ũxkx`
(x, t)

∫ 1

0

Ak`,u(t, ũ(x, t) + s(u(x, t)− ũ(x, t)),∇ũ(x, t)) ds.
(2.26)

Then

L ∈ E(α0, β0,RN × (0,∞)) , ‖c‖L∞(RN×(0,∞)) ≤ β0 , (2.27)

and, by (N1) and Remark 2.2.1

c(x, t) < −γ , (2.28)

whenever u(x, t), ũ(x, t), |∇ũ(x, t)| and |D2ũ(x, t)| are smaller than ε∗γ, where

ε∗γ was defined in Remark 2.2.1. Observe, that we do not impose any smallness

assumptions on |∇u(x, t)| or |D2u(x, t)|.
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Moreover,

f := G− G̃ ∈ X(t,t+1), lim
t→∞

‖f‖X(t,t+1)
= 0 . (2.29)

If we suppose that (G2) holds for G and G̃, then

‖f‖X(t,∞)
≤ Cµe

−µt (t > 0) . (2.30)

Uniform continuity of derivatives of (Aij)1≤i,j≤N and F in conjunction with (2.15)

yields that (aij), (bi), and c are continuous in x and t.

Example 2.3.2. By (N4), ũ ≡ 0 and G̃ ≡ 0 is an admissible pair. Thus

w = u − 0 = u solves the equation (2.25) such that (2.27) and (2.29) hold true

with f = G. Moreover,

c(x, t) < −γ ((x, t) ∈ RN × (0,∞) : u(x, t) ≤ ε∗γ) , (2.31)

and by (2.18),

c(x, t) < −γ ((x, t) ∈ RN × (0,∞), |x| ≥ ρ∗γ) . (2.32)

Example 2.3.3. For any x0 ∈ RN define

ũ(x, t) := u(x+ x0, t) and G̃(x, t) := G(x+ x0, t) ((x, t) ∈ RN × (0,∞)) .

Since (Aij)1≤i,j≤N and F are independent of x, the pair (ũ, G̃) is admissible. There-

fore w(x, t) := u(x + x0, t) − u(x, t) satisfies (2.25), such that (2.27) and (2.29)

hold true. Moreover, by (2.28) and (2.18)

c(x, t) < −γ ((x, t) ∈ RN × (0,∞), |x| ≥ ρ∗γ + |x0|) .

The next example is crucial for the method of moving hyperplanes. To simplify

the notation denote xλ := (2λ − x1, x
′), the reflection of x = (x1, x

′) ∈ RN with
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respect to the hyperplane Hλ. We indicate explicitly the dependence of functions

and operators on λ.

Example 2.3.4. By (N3),

ũ(x, t) := u(xλ, t) and G̃(x, t) := G(xλ, t) ((x, t) ∈ RN × (0,∞))

form an admissible pair. Thus, wλ := ũ − u satisfies (2.25) such that (2.27) and

(2.29) hold true. Moreover, |x| > 2|λ| + ρ∗γ ≥ ρ∗γ implies |xλ| > ρ∗γ, and therefore

(2.28) and (2.18) yield

cλ(x, t) < −γ ((x, t) ∈ RN × (0,∞), |x| ≥ ρ∗γ + 2|λ|) . (2.33)

By (N1), (2.17) (and (G2), if assumed), the constants α0, β0, (and also Cµ, µ) are

independent of λ. Notice that wλ(x, t) = 0 for any (x, t) ∈ Hλ × [0,∞). Hence,

wλ satisfies

wλ
t = Lλ(x, t)wλ + cλ(x, t)wλ + fλ(x, t), (x, t) ∈ RN

λ × (0,∞) ,

wλ = 0, (x, t) ∈ Hλ × (0,∞) ,
(2.34)

lim sup
|x|→∞,t>0

wλ(x, t) = 0 .

Also, if G satisfies (G2), then G̃ satisfies (G2) as well. Consequently (2.30) holds

with f replaced by fλ. Notice that (aij) in (2.26) are independent of λ.

2.3.2 Estimates of solutions

The results in this subsection might be of independent interest, therefore we state

them in more general setting, than required for the proofs of our symmetry results.

Let Q be a domain in RN+1 (bounded or unbounded), and let α0, β0 be positive

constants. Consider a general linear parabolic equation

vt = L(x, t)v + c(x, t)v + f(x, t), (x, t) ∈ Q . (2.35)
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For any s < t denote X(s,t)(Q) the space of functions f : Q → R such that their

extension by 0 to RN+1 belongs to X(s,t) (cf. (2.10)). We denote Cloc(Q̄) the

space of continuous functions equipped with the topology induced by the locally

uniform convergence.

First, we formulate Alexandrov – Krylov estimate, proved by Alexandrov [2]

in the elliptic case, and later extended by Krylov [37] to the parabolic setting. In

the literature, one can find many generalizations of these results. Here, we extend

Cabré’s result [14] to functions f belonging to X(s,t)(Q). If f ≡ 0, we refer to the

next theorem as the maximum or comparison principle.

Theorem 2.3.5. Given τ < T , fix an open set Q ⊂ RN × (τ, T ). If v ∈ Cloc(Q̄)∩
W 2,1

N+1,loc(Q) is a bounded supersolution of (2.35) (it satisfies (2.35) with “ = ”

replaced by “ ≥ ”) with L ∈ E(α0, β0, Q), a measurable function c ≤ 0, and

f ∈ X(τ,T )(Q), then

sup
Q
v− ≤ sup

∂P Q
v− + C‖f−‖X(τ,T )(Q) , (2.36)

where C depends on N,α0, β0, T − τ .

Proof. Fix arbitrary ε > 0 and choose f1, f2 such that f−1 + f−2 = f− and

‖f−‖X(τ,T )(Q) + ε ≥ ‖f−1 ‖LN+1(Q(τ,T )) + ‖f−2 ‖L∞(Q(τ,T )) .

Since c ≤ 0, the bounded function w : Q→ R

w(x, t) := v(x, t) + sup
∂P Q

v− + (t− τ)‖f−2 ‖L∞(Q(τ,T )) ((x, t) ∈ Q) ,

satisfies
wt ≥ L(x, t)w + c(x, t)w − f−1 (x, t), (x, t) ∈ Q ,
w ≥ 0, (x, t) ∈ ∂PQ .

(2.37)
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Consequently, by [14, Corollary 1.16]

sup
Q
w− ≤ C‖f−1 ‖LN+1(Q) , (2.38)

where C depends on N,α0, β0, T − τ . Then,

sup
Q
v− ≤ sup

Q
w− + sup

∂P Q
v− + (t− τ)‖f−2 ‖L∞(Q(τ,T ))

≤ sup
∂P Q

v− + C
(‖f−2 ‖L∞(Q) + ‖f−1 ‖LN+1(Q)

)

≤ sup
∂P Q

v− + C
(
‖f−‖X(τ,T )(Q) + ε

)
.

Since ε > 0 was arbitrary, (2.36) follows.

Corollary 2.3.6. If the assumption c ≤ 0 of the previous theorem is replaced by

c ≤ k for some k ∈ R, and all other assumptions are retained, then

a) if k ≥ 0

sup
Q[τ,T ]

v− ≤ ek(T−τ)

(
sup

∂P (Q[τ,T ])

v− + C‖f−‖X(τ,T )(Q)

)
,

where C depends on N,α0, β0, T − τ .

b) if k < 0

sup
QT

v− ≤ max{ek(T−τ)‖v−‖L∞(Qτ ), sup
(∂P Q[τ,T ])\Qτ

v−}

+
C

1− ek
sup

t∈[τ,T−1]

‖f−‖X(t,t+1)(Q) ,

where C depends on N,α0, β0. Notice that C is independent of T − τ .

Proof of Corollary 2.3.6. The function ṽ := e−ktv is a a supersolution of (2.35)

with c and f replaced by c − k and f̃ respectively, where f̃(x, t) = e−ktf(x, t).
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Since c− k ≤ 0, Theorem 2.3.5 implies

e−kt2 sup
Qt2

v− = sup
Qt2

ṽ− ≤ sup
Q[t1,t2]

ṽ−

≤ max{sup
Qt1

ṽ−, sup
(∂P Q[t1,t2])\Qt1

ṽ−}+ C‖f̃−‖X(t1,t2)(Q)

(τ ≤ t1 < t2 ≤ T ) , (2.39)

where C depends on N,α0, β0, t2 − t1.

If k ≥ 0, we set t1 = τ and elementary manipulations imply

sup
Qt2

v− ≤ ek(t2−τ)

(
sup

∂P (Q[τ,t2])

v− + C‖f−‖X(τ,t2)(Q)

)
.

Part a) follows, if we take supremum with respect to t2 ∈ [τ, T ].

Denote Γ := supt∈[τ,T−1] ‖f−‖X(t,t+1)(Q). If k < 0, then (2.39) with t2 = t1 + 1

yields

sup
Qt1+1

v− ≤ max{ek sup
Qt1

v−, sup
(∂P Q(t1,t1+1))\Qt1

v−}+ CΓ (t1 ∈ [τ, T − 1]) ,

where C depends on N,α0, β0. Iterating the previous expression for t1 = τ + j,

with j ∈ N, j ≤ T − τ − 1, we obtain

sup
Qτ+j

v− ≤ max{ekj sup
Qτ

v−, sup
(∂P Q(τ,τ+j))\Qτ

v−}+ CΓ

j−1∑
i=0

eki . (2.40)

Choose j0 ∈ N∪{0} such that τ+j0 ≤ T < τ+j0+1. Then (2.39) with t1 = τ+j0,

t2 = T and (2.40) imply

sup
QT

v− ≤ max{ek(T−(τ+j0)) sup
Qτ+j0

v−, sup
(∂P Q(τ+j0,T ))\Qτ+j0

v−}+ CΓ

≤ max{ek(T−τ) sup
Qτ

v−, sup
(∂P Q(τ,T ))\Qτ

v−}+ CΓ
∞∑
i=0

eki ,
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where C depends on N,α0, β0 and the part b) follows.

If Q = RN
λ ×(τ, T ), λ ∈ R, τ < T , we can change variables such that c becomes

negative in the neighborhood of Hλ and it does not change too much away from

Hλ. Such results are usually obtained with an application of an appropriate

supersolution. The observation that such procedure is possible for thin domains

and domains of small measure was proved in [12]. In the next lemma we summarize

properties of the supersolution constructed in [49, Lemma 2.5].

Lemma 2.3.7. Given Θ, ε > 0, there exist a function g : [0,∞) → R and a

constant δ = δ(N,α0, β0,Θ, ε) > 0 with the following properties:

g ∈ C1([0,∞)) ∩ C2([0, δ)) ∩ C2((δ,∞)) ,

1

2
≤ g ≤ 2 ,

g′′(ξ) + Θ(|g′(ξ)|+ g(ξ)) ≤ 0 (ξ ∈ (0, δ)) ,

g′′(ξ) + Θ|g′(ξ)| − εg(ξ) ≤ 0 (ξ ∈ (δ,∞)) .

Following [49, Remark 2.6], we obtain the following result.

Remark 2.3.8. Set Q := RN
λ × (τ, T ) for some λ ∈ R and 0 ≤ τ < T ≤ ∞.

Let v ∈ Cloc(Q̄) ∩ W 2,1
N+1,loc(Q) be a solution of (2.35) with L ∈ E(α0, β0, Q),

‖c‖L∞(Q) ≤ β0, and f ∈ LN+1(Q) satisfying

v = 0 ((x, t) ∈ Hλ × (τ, T )) and lim
M→∞

sup
(x,t)∈Q,|x|≥M

|v(x, t)| = 0 .

For any γ > 0 set Θ = 2β0

γ
+ 1, ε = γ

2
and let δ = δ(N,α0, β0, γ) > 0 and g be as

in Lemma 2.3.7. Then

w : (x, t) 7→ v(x, t)

g(x1 − λ)
((x, t) ∈ Q)
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is a solution of

wt = L̂(x, t)w + ĉ(x, t)w + f̂(x, t), (x, t) ∈ RN
λ × (τ, T ) ,

w = 0, (x, t) ∈ Hλ × (τ, T ) ,

lim
M→∞

sup
(x,t)∈Q,|x|≥M

|v(x, t)| = 0

(2.41)

with L̂(x, t) ∈ E(α0, 5β0, Q), ‖ĉ‖L∞(Q) ≤ 5β0 and

‖f̂‖X(τ,T )(Q) ≤ 2‖f‖X(τ,T )(Q) .

Moreover,

ĉ(x, t) ≤



−γ

2
(x, t) ∈ Q, x1 ∈ [λ, λ+ δ) ,

c(x, t) + γ
2

(x, t) ∈ Q, x1 ∈ [λ,∞) .
(2.42)

We conclude this section with a version of Krylov-Safonov Harnack inequality

[38] (see also [42]) for sign changing solutions of nonhomogeneous problems. The

statement is based on [51, Lemma 3.5], however it was modified to obtain the

dependence of κ and κ1 on diam D instead of diam U .

Lemma 2.3.9. Given numbers d > 0, θ > 0, 0 < τ1 < τ2 < τ3 < τ4, and τ with

τ1 − 2θ ≤ τ ≤ τ1 − θ, consider bounded domains D,U ⊂ RN with

D ⊂⊂ U, dist (D̄, ∂U) ≥ d ,

and denote Q = U × (τ, τ4). Then there exist constants κ, κ1 > 0 determined only

by N , α0, β0, d, diam D, θ, τ2−τ1, τ3−τ2, and τ4−τ3 with the following property.

If v ∈ Cloc(Q̄) ∩ W 2,1
N+1,loc(Q) is a solution of (2.35), with L ∈ E(α0, β0, Q)),

‖c‖L∞(Q) ≤ β0, and f ∈ X(τ,τ4)(Q), then

inf
D̄×(τ3,τ4)

v ≥ κ‖v+‖L∞(D×(τ1,τ2)) − κ1‖f‖X(τ,τ4)(Q) − sup
∂P Q

em(τ4−τ)v− ,

where m = supQ c.
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Sketch of the proof. Since the proof closely follows [51, Proof of Lemma 3.5], we

only outline differences (our statement includes a minor correction to [51, Lemma

3.5], as given in the addendum, see [47]). Instead of [51, Lemma 3.6] we employ

the original Krylov-Safonov Harnack inequality for nonnegative solutions, [37, 38]

where κ depends on N , diam D, α0, β0, θ, τ2 − τ1, τ3 − τ2 and τ4 − τ3, but not

on diam U . Moreover, we use Theorem 2.3.5 instead of used Alexandrov-Krylov

estimate to make κ1 independent of diam U and to replace LN+1 norm of f by X

norm. The rest of the proof remains unchanged.

In the next corollary we formulate Harnack inequality for half spaces and the

whole space. Based on the proof, one can easily formulate the results for other

unbounded domains. If λ = −∞ in the next corollary, we set RN
λ := RN and

Hλ := ∅.

Corollary 2.3.10. Given numbers d > 0, λ ∈ R ∪ {−∞}, θ > 0, 0 < τ1 < τ2 <

τ3 < τ4, and τ1 − 2θ ≤ τ ≤ τ1 − θ, denote Q := RN
λ × (τ, τ4). Fix a bounded

domain D ⊂⊂ RN
λ with dist (D̄,Hλ) ≥ d. If v ∈ Cloc(Q̄) ∩W 2,1

N+1,loc(Q) satisfies

(2.35) with L ∈ E(α0, β0, Q), ‖c‖L∞(Q) ≤ β0, f ∈ X(τ,τ4)(Q), and

lim
M→∞

sup
(x,t)∈Q,|x|≥M

|v(x, t)| = 0 , (2.43)

then there exist constants κ, κ1 and p depending on N , α0, β0, d, diam (D), θ,

τ2 − τ1, τ3 − τ2 and τ4 − τ3 such that

inf
D̄×(τ3,τ4)

v ≥ κ‖v+‖L∞(D×(τ1,τ2)) − sup
∂P Q

eβ0(τ4−τ)v− − κ1‖f‖X(τ,τ4)(Q) .

Proof. Choose large enough R such that D ⊂⊂ Bλ
R and dist (∂Bλ

R, D) ≥ d
2
. Then
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Lemma 2.3.9 applied with U = Bλ
R implies

inf
D̄×(τ3,τ4)

v ≥ κ‖v+‖L∞(D×(τ1,τ2)) − sup
∂P Q

eβ0(τ4−τ)v−

− sup
|x|=R,t∈(τ,τ4)

eβ0(τ4−τ)v−(x, t)− κ1‖f‖X(τ,τ4)(Q) ,

where κ and κ1 are as in Lemma 2.3.9. In particular they are independent of R.

Passing R→∞ and using (2.43), we obtain the desired result.

We mostly use Corollary 2.3.10 with

τ = τ1 − ϑ and τi = τ + iϑ, (i = 1, 2, 3, 4) . (2.44)

With this choice we obtain the following result.

Corollary 2.3.11. For given d > 0, λ ∈ R∪{−∞}, ϑ ∈ (0, 1) and τ > 1. Denote

Q := RN
λ × (τ, τ +4ϑ) and fix a bounded domain D ⊂⊂ RN

λ with dist (D̄,Hλ) ≥ d.

If v ∈ Cloc(Q̄)∩W 2,1
N+1,loc(Q) satisfies (2.35) with L ∈ E(α0, β0, Q), ‖c‖L∞(Q) ≤ β0,

f ∈ X(τ,τ+4ϑ)(Q), and

lim
M→∞

sup
(x,t)∈Q,|x|≥M

|v(x, t)| = 0 ,

then there exist constants κ and κ1 depending on N , α0, β0, d, diam (D), ϑ such

that

inf
D̄×(τ+3ϑ,τ+4ϑ)

v ≥ κ‖v+‖L∞(D×(τ+ϑ,τ+2ϑ)) − sup
∂P Q

e4β0ϑv− − κ1‖f‖X(τ,τ+4ϑ)(Q) .

2.4 Proof of Theorem 2.2.2

In this section the notation and assumptions are as in Section 2.2. In particular

(Aij)1≤i,j≤N and F satisfy (N1) – (N4) and G satisfies (G1). At some places,

where explicitly stated, we also assume (G2). Let u be a positive, global, classical
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solution of (2.1) satisfying (2.15) and (2.16).

In addition we denote

Xλ
(s,t) := X(s,t)(RN

λ × (s, t)) (λ ∈ R, s, t ∈ (0,∞), s < t) ,

where X(s,t)(Q), for general Q ⊂ RN+1, was defined at the beginning of Subsection

2.3.2.

To start the proof, we assume

lim sup
t→∞

‖u(·, t)‖L∞(RN ) > 0 , (2.45)

otherwise ‖u(·, t)‖L∞(RN ) → 0 the the theorem follows.

Lemma 2.4.1. Given any ball B ⊂ RN , there exists k(B) > 0 and T̃ > 0

depending on N , α0, β0, and B such that

u(x, t) ≥ k(B) ((x, t) ∈ B̄ × (T̃ ,∞)) . (2.46)

Proof. We claim that

lim inf
t→∞

‖u(·, t)‖L∞(RN ) > 0 . (2.47)

Suppose not, that, is suppose

lim inf
t→∞

‖u(·, t)‖L∞(RN ) = 0 . (2.48)

We find a contradiction by showing that there exists τ > 0 with

u(x, t) < 3ε :=
1

2
min

{
lim sup

t→∞
‖u(·, t)‖L∞(RN ), ε

∗
γ

}

((x, t) ∈ RN × (τ,∞)) , (2.49)

where ε∗γ was defined in Remark 2.2.1.

According to Example 2.3.2, u satisfies (2.25) with L ∈ E(α0, β0,RN × (0,∞))
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such that (2.27), (2.29), (2.31), and (2.32) hold. Let C = C(α0, β0, N) be a

constant from Corollary 2.3.6 b). Then by (2.29) (or (G1)) and (2.48) there is τ

with

max

{
C

1− e−γ
sup
s≥τ

‖G‖X(s,s+1)
, ‖u(·, τ)‖L∞(RN )

}
≤ ε .

We prove that (2.49) holds for such τ . Suppose not, that is, suppose that

T := inf{t > τ : sup
x∈RN

u(x, t) = 3ε} <∞ .

Since 3ε < ε∗γ, by (2.31) one has c(x, t) ≤ −γ for any (x, t) ∈ RN × [τ, T ]. An

application of Corollary 2.3.6 b) with Q = RN × (τ, T ) yields

sup
RN

u(·, T ) ≤ e−γ(T−τ)‖u(·, τ)‖L∞(RN ) +
C

1− e−γ
sup
s≥τ

‖G‖X(s,s+1)
≤ 2ε < 3ε ,

a contradiction. Thus, (2.47) holds true, or equivalently there are constants s, T >

0 such that

‖u(·, t)‖L∞(RN ) > s (t ∈ (T,∞)) .

By (2.16), we can replace RN in the previous inequality by BR ∪ B for a suffi-

ciently large R independent of T . Then, an application of Corollary 2.3.11 with

(d, λ,D, τ, ϑ) = (1,−∞, BR ∪B, t, 1) yields

u(x, t) ≥ κs− κ1‖G‖X(t−4,t)
((x, t) ∈ (B̄R ∪B)× (T + 4,∞)) ,

where κ, κ1 depend on R, N , α0, β0. Since the second term in the previous

inequality converges to 0 as t→∞, we obtain for sufficiently large T̃

u(x, t) ≥ k(BR ∪B) :=
κs

2
((x, t) ∈ (B̄R ∪B)× (T̃ ,∞)) .

Recall, that for any x = (x1, x
′) ∈ RN

λ we already defined xλ = (2λ − x1, x
′).
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Now, for any function g : RN → R, let

Vλg(x) := g(xλ)− g(x) (x ∈ RN
λ , λ ∈ R) ,

and for the solution u of (2.1) let

wλ(x, t) := Vλu(x, t) := u(xλ, t)− u(x, t) ((x, t) ∈ RN
λ × (0,∞), λ ∈ R) .

As shown in Example 2.3.4, the function wλ satisfies (2.25) such that (2.27), (2.29),

(2.33), and (2.34) hold. Hence, the results of Subsection 2.3.2 are applicable to

wλ. We use this observation below, often without notice.

In the process of the moving hyperplanes we examine the following statement

lim inf
t→∞

inf
x∈D

wλ(x, t) ≥ 0 for all bounded D ⊂ RN
λ , (2.50)

which by the compactness of {u(·, t) : t ≥ 0} in C1
0(RN) is equivalent to

Vλz(x) ≥ 0 (x ∈ RN
λ , z ∈ ω(u)) . (2.50*)

The next lemma states an criterion for (2.50) to hold.

Lemma 2.4.2. Consider g and δ = δ(N,α0, β0, γ) > 0 such that Lemma 2.3.7 is

satisfied with (Θ, ε) = ( β0

α0
+1, γ

2α0
). For fixed λ > 0 consider a domain D0 ⊂⊂ RN

λ

such that

Bρ∗γ+2|λ| ∩ {x ∈ RN
λ : x1 > λ+ δ} ⊂ D0 , (2.51)

where ρ∗γ was defined in (2.18). Then (2.50) holds, provided there exist η > 0 and

t0 > 0 with

(wλ)+(x, t) ≥ η ((x, t) ∈ D0 × (t0,∞)) . (2.52)

Remark 2.4.3. Notice that (2.52) is equivalent to assumptions in [49, Lemma
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3.2]:

lim inf
t→∞

‖wλ(·, t)‖L∞(D0) > 0 , (2.53)

wλ(x, t) > 0 ((x, t) ∈ D0 × (t0,∞)) . (2.54)

Proof of Lemma 2.4.2. Fix a bounded domain D∗ ⊂⊂ RN
λ with D0 ⊂ D∗ and

denote d := dist (D∗, Hλ).

If we transform (2.34) as described in Remark 2.3.8, then

w̃λ(x, t) :=
wλ(x, t)

g(x1 − λ)
((x, t) ∈ RN

λ × (0,∞))

satisfies (2.41) with L̂λ ∈ E(α0, 5β0,RN
λ × (0,∞)), ‖ĉλ‖L∞(RN

λ ×(0,∞)) ≤ 5β0, and

f̂λ satisfies (2.29). Moreover, by (2.33) one has c(x, t) < −γ for each (x, t) ∈
(RN

λ \Bρ∗γ+2|λ|)× (0,∞), and consequently (2.42) yields

ĉ(x, t) ≤ −γ
2

((x, t) ∈ (RN
λ \D0)× (0,∞)) .

By (2.52), any connected component Q of the set {(x, t) : w̃λ(x, t) < 0, t ≥ t0}
is contained in (RN

λ \ D0) × (t0,∞), and in particular ĉ(x, t) ≤ −γ/2 for any

(x, t) ∈ Q. Then Corollary 2.3.6 b) implies

‖(w̃λ)−‖L∞(Qt) ≤ e−
γ
2
(t−t∗)‖(w̃λ)−‖L∞(Qt∗ ) +

C

1− e−
γ
2

sup
s≥t∗

‖fλ‖Xλ
(s,s+1)

(t0 < t∗ < t) , (2.55)

where C depends on N , α0, and β0. This, (2.52), and an application of Corollary



71

2.3.11 with ϑ = 1
4

imply

w̃λ(x, t+ 1) ≥ κ‖(w̃λ)+‖L∞(D∗×(t+ 1
4
,t+ 1

2
)) − eβ0 sup

∂P (RN
λ ×(t,t+1))

(w̃λ)−

− κ1‖fλ‖Xλ
(t,t+1)

≥ κη − eβ0e−
γ
2
(t−t∗)‖(w̃λ)−(·, t∗)‖L∞(RN

λ )

−
(
κ1 +

eβ0C

1− e
γ
2

)
sup
s≥t∗

‖fλ‖Xλ
(t,t+1)

((x, t) ∈ D∗ × (t∗,∞)) ,

(2.56)

where κ, κ1 > 0 depends on N , α0, β0, d and diam D∗. Then, by (2.15) and

(2.29), one can choose large enough t∗ such that w̃λ(x, t+1) ≥ κη
2

for any (x, t) ∈
D∗ × (2t∗,∞). Since D∗ ⊂ RN

λ was arbitrary, (2.50) follows.

The following lemma shows that the method of moving hyperplanes can get

started, that is, (2.50) is true for large λ. The proof is similar to [49, Lemma 3.3],

and we omit it here.

Lemma 2.4.4. There exists λ1 such that (2.50) holds for all λ > λ1.

Now, we move the hyperplane Hλ to the left (decrease λ) as far as (2.50) is

satisfied and we investigate properties of the limiting position:

λ∞ := inf{µ : (2.50) holds for all λ ≥ µ}. (2.57)

Lemma 2.4.5. Let λ1 be as in Lemma 2.4.4. Then:

(i) −∞ < λ∞ ≤ λ1.

(ii) Vλ∞z ≥ 0 for all z ∈ ω(u).

(iii) There exists ẑ ∈ ω(u) such that Vλ∞ ẑ ≡ 0.

(iv) For each z ∈ ω(u) one has ∂x1z < 0 in RN
λ∞.
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Proof. The proofs of (i) and (ii) are analogous to [49, Lemma 3.4 (i), (ii)].

To prove (iii), we proceed by contradiction, that is, we assume Vλ∞z 6≡ 0 for

each z ∈ ω(u). By (ii), one has Vλ∞z ≥ 0 for each z ∈ ω(u). By the compactness

of ω(u) we can assume the existence of a bounded open set D0 ⊂⊂ RN
λ∞ and b > 0

such that

‖(Vλ∞z)
+‖L∞(D0) > 2b (z ∈ ω(u)) . (2.58)

This remains valid if we enlarge D0 ⊂⊂ RN
λ∞ . We make D0 so large that it satisfies

the assumptions of Lemma 2.4.2 for any λ < λ∞ sufficiently close to λ∞. By (2.20)

and (2.58), there is t∗ > 0 such that

‖(wλ∞)+(·, t)‖L∞(D0) > b (t ≥ t∗) .

Consequently, Corollary 2.3.11 with ϑ = 1
4

yields

wλ∞(x, t) ≥ κb− eβ0 sup
RN

λ∞

(wλ∞)−(·, t− 1)− κ1‖fλ∞‖Xλ
(t−1,t)

(x ∈ D0, t ≥ t∗) ,

where κ and κ1 depend on N , α0, β0, dist (D0, Hλ) and diam (D0). Since Vλ∞z ≥ 0

for each z ∈ ω(u) and (2.29) holds true, the last two terms decay to 0 as t→∞.

Hence, for any sufficiently large t

wλ∞(x, t) ≥ 1

2
κb (x ∈ D0) .

Since ∇u is bounded, the previous inequality holds with λ∞ replaced by λ for

any λ < λ∞ sufficiently close to λ∞. Then, Lemma 2.4.2 implies (2.50) for any λ

sufficiently close to λ∞, a contradiction.

The statement (iv) is proved by analogous arguments as in [49, Proposition

3.5]. We only modify the application of the Harnack inequality in the same way

as we did in the proof of (iii).
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This lemma finishes the proof of the first part of Theorem 2.2.2.

Before we proceed we state a lemma analogous to Lemma 2.4.5. Define v :

RN×(0,∞) → R as v(x, t) := u(−x1, x
′, t) for all (x1, x

′, t) = (x, t) ∈ RN×(0,∞),

and observe that v satisfies (2.1), (2.15), and (2.16) with G changed to G̃(x, t) :=

G(−x1, x
′, t). Then G̃ satisfies (G1), and Lemma 2.4.5 applied to v yields to

following result.

Lemma 2.4.6. There exists λ−∞ such that

(i) −∞ < λ−∞ ≤ λ∞,

(ii) Vλ−∞z ≤ 0 for all z ∈ ω(u),

(iii) There exists z̃ ∈ ω(u) such that Vλ−∞ z̃ ≡ 0,

(iv) For each z ∈ ω(u) one has ∂x1z > 0 in (RN
λ−∞

)− := {x = (x1, x
′) ∈ RN : x1 <

λ−∞}.

To prove the second part of Theorem 2.2.2, it suffices to show λ∞ = λ−∞.

Indeed, then Lemma 2.4.5 (ii), (iv) and Lemma 2.4.6 (ii), (iv) imply that all

functions z ∈ ω(u) are symmetric with respect to Hλ∞ and decreasing in x1 for

x1 > λ∞.

Lemma 2.4.7. If (G2) holds, then λ∞ = λ−∞.

The basic idea of the proof, already introduced in [49], is to move a hyperplane

Hλ beyond the natural limit Hλ∞ , that is, to consider λ < λ∞, and investigate

the behavior of sign-changing functions wλ. One of the crucial steps is to estimate

(wλ)+ from below. This is done by the comparison of wλ with a subsolution,

similar to one constructed in [49, Lemma 3.8]. Its properties are listed in the

following lemma.

Lemma 2.4.8. Given any domain D0 ⊂⊂ RN
λ∞ and any θ > 0, there exist λ2 <

λ∞, t0 > 0, a domain D, and a function φ : D̄ × [t0,∞) → R with the following

properties:
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(i) D0 ⊂⊂ D ⊂⊂ RN
λ∞,

(ii) φ ∈ C2,1(D̄ × [t0,∞)),

(iii) eθtφ(x, t) ≥ C2 > 0 for any (x, t) ∈ D0 × (t0,∞) and some C2 independent

of t0 and t,

(iv) φ < 0 in ∂D × (t0,∞),

(v) one has
‖φ+(·, t)‖L∞(D)

‖φ+(·, s)‖L∞(D)

≥ Ce−θ(t−s) (t ≥ s ≥ t0), (2.59)

for some constant C > 0 independent of t and s,

(vi) for each λ ∈ [λ2, λ∞], φ satisfies

φt < aij(x, t)φxixj
+ bλi (x, t)φxi

+ cλ(x, t)φ+ C ′e−θt|f `(x, t)|,
(x, t) ∈ D × (t0,∞) ,

where ` > λ∞, is a fixed number close to λ∞, and C ′ depends on the L∞

bound of u and `.

Sketch of the proof of Lemma 2.4.8. Since the proof closely follows the proof of

[49, Lemma 3.8], we only outline differences. We define

φ(x, t) = e−θtvα(x, t) + s(−e−θt(x1 − `)β) = w1 + sw2 , (2.60)

where v := w`, ` > λ∞ is sufficiently close to λ∞, and α > 1 > β with α, β

sufficiently close to 1. We remark that [49, Lemma 3.8] uses µ instead of `. Then

by calculations similar to those in [49, Lemma 3.8] one obtains for any λ < λ∞
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sufficiently close to λ∞:

eθt(∂tw1 − aij(x, t)(w1)xixj
+ bλi (x, t)(w1)xi

+ cλ(x, t)w1) ≤ −θ
8
vα + vα−1f `

≤ −θ
8
vα + Cf ` .

The rest of the proof remains unchanged. Notice that (iii) immediately follows

from [49, (3.31)].

Proof of Lemma 2.4.7. We proceed by contradiction, that is, we assume λ∞ > λ−∞.

Since (G2) holds, fλ satisfies (2.30) (and in particular (2.29)) for each λ ∈ R.

Then, by Lemma 2.4.5 and Lemma 2.4.6, there exist ẑ and z̃ ∈ ω(u) monotone in

RN
λ∞ and RN

λ−∞
respectively, with Vλ∞ ẑ ≡ Vλ−∞ z̃ ≡ 0. Hence,

Vλẑ(x) < 0 (x ∈ RN
λ , λ ∈ (λ−∞, λ∞)) ,

Vλz̃(x) > 0 (x ∈ RN
λ , λ ∈ (λ−∞, λ∞)) .

(2.61)

Fix sequences (t̂n)n∈N and (t̃n)n∈N such that t̃n < t̂n < t̃n+1 for all n ∈ N and

u(t̂n, ·) → ẑ, u(t̃n, ·) → z̃ with the convergence in C1(RN) .

Let δ = δ(N,α0, β0, γ) > 0 be such that Lemma 2.3.7 is satisfied with (Θ, ε) =

( β0

α0
+ 1, γ

2α0
). Fix a domain D0 ⊂⊂ RN

λ∞ with B
λ∞+ δ

2

ρ∗γ+2|λ∞| ⊂ D0. Consequently,

Bλ+δ
ρ∗γ+2|λ| ⊂ D0

(
λ ∈

[
λ∞ − δ

2
, λ∞

])
. (2.62)

Let λ2 < λ∞ and D be such that Lemma 2.4.8 holds with D0 and

θ :=
1

4
min

{γ
2
, α0, µ

}
, (2.63)
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where µ and γ are defined in (G2) and (N4) respectively. Fix any λ with

max{λ2, λ∞ − δ

2
} < λ < λ∞ .

Then by (2.61), there is q > 0 such that

Vλẑ(x) < −q (x ∈ D̄) ,

Vλz̃(x) > q (x ∈ D̄) ,
(2.64)

and therefore for large n ∈ N we have

wλ(x, t̂n) < −q (x ∈ D̄) ,

wλ(x, t̃n) > q (x ∈ D̄) .
(2.65)

Then, there exists Tn ∈ (t̃n, t̂n) with

wλ(x, t) > 0 ((x, t) ∈ D̄ × (t̃n, Tn)) ,

wλ(x0, Tn) = 0 for some x0 ∈ D̄ .
(2.66)

We claim that the following three statements are true.

(C1) limn→∞ Tn − t̃n = ∞.

(C2)

lim
n→∞

sup
t∈[t̃n,Tn]

e2θ(t−t̃n)‖(wλ)−(·, t)‖L∞(RN
λ ) = 0 .

(C3) For any sufficiently large n and any t̃n ≤ t1 < t2 ≤ Tn one has

sup
x∈D̄

wλ(x, t) ≥ C0e
−θ(t−t1) inf

x∈D̄
wλ(x, t1)

− C1e
β0(t−t1)e−µt1 (t ∈ [t1, t2]) ,

where C0 is independent of t1, t2 and n, C1 depends on t2 − t1, but it is

independent of t1 and n.
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Let us first prove (C1). Fix M > 0 and for each n ∈ N we define

wλ
n(x, t) := wλ(x, t)− wλ(x, t̃n) ((x, t) ∈ RN

λ × (t̃n,∞)) .

Then, wλ
n is a classical bounded solution of

(wλ
n)t = Lλ(x, t)wλ

n + cλ(x, t)wλ
n + hλ

n(x, t), (x, t) ∈ RN
λ × (t̃n,∞) ,

wλ
n(x, t) = 0, (x, t) ∈ ∂P (RN

λ × (t̃n,∞)) ,

where Lλ ∈ E(α0, β0,RN × (t̃n,∞)), ‖cλ‖L∞(RN×(t̃n,∞)) ≤ β0 and

hλ
n(x, t) := fλ(x, t) + Lλ(x, t)wλ(x, t̃n) + cλ(x, t)wλ(x, t̃n)

((x, t) ∈ RN
λ × (t̃n,∞)) .

Consequently, by Corollary 2.3.6 a) and the boundedness of coefficients of Lλ, one

has

sup
RN

λ ×(t̃n,t̃n+ϑ)

(wλ
n)− ≤ C‖hλ

n‖Xλ
(t̃n,t̃n+ϑ)

≤ C(‖fλ‖Xλ
(t̃n,t̃n+1)

+ ϑ
1

N+1β0‖wλ(·, t̃n)‖C2(RN
λ ) (ϑ ∈ [0, 1]) ,

(2.67)

where C depends onN , α0 and β0. Now, choosing ϑ sufficiently small (independent

of n) and n sufficiently large, we can by (2.15) and (2.30) achieve (wλ
n)− ≤ q

2
in

RN
λ × [t̃n, t̃n + 4ϑ]. Then, by the definition of wλ

n and (2.65) one has

wλ(x, t) ≥ q

2
((x, t) ∈ D̄ × [t̃n, t̃n + 4ϑ]) . (2.68)

Next, an application of Corollary 2.3.10 with constants (D, τ, θ, τ1, τ2, τ3, τ4) =
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(D, tn, ϑ, tn + 2ϑ, tn + 3ϑ, tn + 4ϑ, tn +M) yields

wλ(x, t) ≥ κ‖(wλ)+‖L∞(D×(tn+2ϑ,tn+3ϑ)) − e2β0 sup
RN

λ

(wλ)−(·, tn)

− κ1‖fλ‖Xλ
(tn,tn+M)

((x, t) ∈ D̄ × (t̃n + 4ϑ, t̃n +M)) ,

where κ and κ1 depend on N , α0, β0, diam D, ϑ and M . By (2.61) and (2.30),

the last two terms in the previous inequality converge to 0 as n → ∞, whereas

the first one is bounded from below by κq/2. Therefore wλ(x, t) ≥ κ q
8

for all

(x, t) ∈ D̄ × [t̃n + 4ϑ, t̃n +M ] and sufficiently large n. This and (2.68) yields the

desired result, since M was arbitrary.

To prove (C2) it is enough to show that for any ε′ > 0, there is n0 such that

sup
(x,t)∈RN

λ ×[t̃n,Tn]

vn(x, t) ≤ ε′ (n ≥ n0) , (2.69)

where

vn(x, t) := e2θ(t−t̃n) (w
λ)−(x, t)

g(x1 − λ)
((x, t) ∈ RN

λ × [t̃n, Tn]) ,

and g is as in Lemma 2.3.7 with (Θ, ε) = (2β0

γ
+1, γ

2
). Since wλ > 0 in D× [t̃n, Tn),

Un := {(x, t) : vn(x, t) > 0, t ∈ [t̃n, Tn)} ⊂ (RN
λ \D)× [t̃n, Tn) . (2.70)

Observe that (wλ)− = −wλ on Ūn for each n ∈ N. Thus Remark 2.3.8 yields

(vn)t − L̂λ(x, t)vn = c̃λ(x, t)vn + f̃λ(x, t), (x, t) ∈ Un ,

vn(x, t) = 0, (x, t) ∈ ∂PU
n \ (Un)t̃n ,

vn(x, t̃n) =
(wλ)−(x, t̃n)

g(x1 − λ)
, x ∈ (Un)t̃n ,

lim
|x|→∞

sup
t∈(0,∞)

|v(x, t)| = 0

(2.71)
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where L̂λ ∈ E(α0, 5β0, U
n),

c̃λ := ĉλ + 2θ and f̃λ(x, t) := −e2θ(t−t̃n) f
λ(x, t)

g(x1 − λ)
.

By Remark 2.3.8 we have ‖ĉλ‖L∞(Un) ≤ 5β0, and therefore

‖c̃λ‖L∞(Un) ≤ 7β0 .

Moreover, by (2.42) and (2.63)

c̃λ(x, t) ≤ ĉλ(x, t) + 2θ ≤ −γ
2

+ 2θ ≤ −θ (x1 ∈ [λ, λ+ δ], t > 0) , (2.72)

and by (2.33) one has

c̃λ(x, t) ≤ −γ + 2θ ≤ −θ (|x| ≥ ρ∗λ + 2λ, t > 0) .

Since Bρ∗γ+2|λ| ⊂ D and (2.70) holds true, cλ < −γ for any (x, t) ∈ Un, n > 0.

Also, µ > 2θ and (2.30) implies, that there exists t′ε such that

‖f̃λ‖Xλ
(tε′ ,∞)

< ε′
1− e−ϑ

2C
,

where C = C(N,α0, 7β0) is the constant from Corollary 2.3.6 b). Then Corollary

2.3.6 b) yields

sup
Un

t

vn ≤ e−θ(t−t̃n) sup
Un

t̃n

vn + C
1

1− e−θ
‖f̃λ‖Xλ

(tε,∞)

≤ sup
Un

t̃n

vn +
ε′

2
(t ∈ [t̃n, Tn], t̃n > tε) .

Since ‖vn(·, t̃n)‖L∞(Un
t̃n

) → 0 as n→∞, we obtain that (2.69) holds for sufficiently

large n0.

Let us prove (C3). Recall that D was fixed such that Lemma 2.4.8 holds with
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D0 and θ. Let φ be the corresponding subsolution. Denote

η :=
infx∈D̄ w

λ(x, t1)

‖φ+(·, t1)‖L∞(D)

> 0 and v := wλ − ηφ .

Lemma 2.4.8 (iii) and (2.15) imply that e−θtη is bounded by a constant indepen-

dent of t1.

Then

vt ≥ Lλ(x, t)v + cλ(x, t)v + (fλ − C ′e−θtη|f `|), (x, t) ∈ D × (t1, t2) ,

0 < v(x, t), (x, t) ∈ ∂D × (t1, t2) ,

0 ≤ v(x, t1), x ∈ D̄ .

Consequently, (2.30), Corollary 2.3.6 a), and positivity of wλ in D × [t1, t2] yield

C1e
β0(t−t1)e−µt1 ≥ Ceβ0(t−t1)‖fλ − C ′e−θtη|f `|‖Xλ

(t1,t)
≥ sup

x∈D
(v(x, t))−

≥ − sup
x∈D

wλ(x, t) + η sup
x∈D

φ(x, t) (t ∈ [t1, t2]) ,

where C1 depends on t2 − t1, but is independent of t1. Since by Lemma 2.4.8 (v)

and the definition of η one has

η sup
x∈D

φ(x, t) ≥ ηCe−θ(t−t1)‖φ(·, t1)‖L∞D ≥ Ce−θ(t−t1) inf
x∈D̄

wλ(x, t1) ,

(C3) follows.

We will complete the proof of the lemma by showing that (C1)–(C3) lead to

a contradiction.

By (C1) we have Tn − t̃n →∞ as n→∞. Let C0 be as in (C3), let κ, κ1 be

as in Corollary 2.3.11 for already fixed D and ϑ = 1
4
. Denote

Ĉ :=
κC0e

θ
2

2
.
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Fix K > 2 such that

e−θK ≤ Ĉ (2.73)

and let C1 := C1(t2 − t1) be as in (C3) with t2 − t1 = K. By (C2) there is n0 > 0

such that

e2θeβ0e−2θ(t−t̃n)‖(wλ)−(·, t)‖L∞(RN
λ ) ≤

q

2
(t ∈ [t̃n, Tn], n ≥ n0) . (2.74)

Enlarge n0 if necessary, such that Tn − t̃n > K and

(κ1 + C1(K)eβ0K)Cµe
θKe−µt̃n ≤ 1

2
qĈ (n ≥ n0) . (2.75)

Now, fix n ≥ n0. We prove by the mathematical induction that for any

i ∈ N ∪ {0} with i ≤ Tn−t̃n
K

, one has

wλ(x, τi) ≥ qe−θiKĈi (x ∈ D̄) , (2.76)

where τi := iK + t̃n.

For i = 0 the statement follows from (2.65). Next assume that (2.76) is true

for some i ∈ N ∪ {0} such that (i + 1)K ≤ Tn − t̃n. We show that (2.76) holds

with i replaced by i+1. Indeed, Corollary 2.3.11 with (τ, ϑ) = (τi+1− 1, 1
4
), (C3),

(2.74), and (2.30) yield

wλ(x, τi+1) ≥ κ
∥∥(wλ)+

∥∥
L∞(D×(τi+1− 3

4
,τi+1− 1

2
))
− eβ0‖(wλ)−‖L∞(RN

λ ×(τi+1−1,τi+1))

− κ1‖fλ‖Xλ
(τi+1−1,τi+1)

≥ κe−θKC0e
θ
2 inf

x∈D̄
wλ(x, τi)− q

2
e−2θ(τi+1−t̃n) − (κ1 + C1e

β0K)Cµe
−µτi (x ∈ D̄)
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Consequently, (2.76), (2.73), and (2.75) imply

wλ(x, τi+1) ≥ 2Ĉe−θKqe−θiKĈi − q

2
e−θ(i+1)K(e−θK)i+1

− (κ1 + C1e
β0K)Cµe

−θiK(e−θK)ie−µt̃n

≥ qe−θ(i+1)KĈi+1

(
2− 1

2
− (κ1 + C1e

β0K)Cµe
θK

qĈ
e−µt̃n

)

≥ qe−θ(i+1)KĈi+1 (x ∈ D̄) .

Thus, if i0 ∈ N is such that i0K ≤ Tn− t̃n < (i0 + 1)K, then (2.76) holds with

i = i0. If we replace τi+1 by Tn and τi by τi0 in the previous calculation, we obtain

by the same reasoning

wλ(x, Tn) ≥ qe−θ(i+1)KĈi+1 > 0 (x ∈ D̄) ,

a contradiction to the definition of Tn. This finishes the proof of the lemma.



Summary

In this work, we studied qualitative properties of the second order parabolic partial

differential equations. We showed that blow up rated of nonnegative solutions to

semilinear indefinite equations is controlled by the explicitly calculated function.

We also stated several propositions that yield optimal blow up rate for the solution.

As a consequence, we obtained a refinement of existing results on the complete

blow up and on the a priori estimates for the nonnegative solutions of the indefinite

elliptic problems. The proofs required new nonlinear Liouville type theorems for

semilinear equations on the whole space and on half spaces. We also showed

optimality of the stated Liouville theorems.

In the second part, we employed the method of moving hyperplanes and the

maximum principle in the study of asymptotic properties of solutions to asymp-

totically symmetric equations on the whole space. We proved that if the problem

converges exponentially to a quasilinear symmetric problem, then the omega limit

set of the solution is a subset of radially symmetric functions with the common

origin. We also provided an example that showed that this conclusion does not

hold true in general, if the convergence is not exponential.
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[55] P. Poláčik, P. Quittner, and P. Souplet. Singularity and decay estimates

in superlinear problems via Liouville-type theorems. II. Parabolic equations.

Indiana Univ. Math. J., 56(2):879–908, 2007.
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