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Preface

If you optimize everything, you will always be unhappy.

Donald Knuth

Semidefinite programming is a special class of convex mathematical programming,
which has been recently intensively studied because of its applicability to various ar-
eas, such a s combinatorial optimization, system and control theory or mechanical and
electrical engineering. Moreover, semidefinite programming problems can be efficiently
solved by interior point methods. The most important concept in the theory of interior
point methods is the central path. It is an analytic curve in the interior of the feasible
set which tends to an optimal point at the boundary. The properties of the central path
are important for designing and analyzing interior point algorithms. In this thesis the
existence, the asymptotic behavior and the analyticity properties of different types of
weighted central paths are studied.

The thesis is organized as follows. In Chapter 1 we introduce the semidefinite pro-
gramming, the interior point methods, the notion of the central path and the weighted
central path. Also a short historical overview is given and semidefinite programming ap-
plications and algorithms are discussed. Through this chapter we refer to many related
works and papers from this area. In Chapter 2 the basic and well-known facts about
semidefinite programming are presented, including the definitions of the problems and
the duality theory in semidefinite programming. The existence proof and properties of
the central path are also included. Chapter 3 deals with the existence of several types
of weighted central paths. In this chapter we present the results [70], [71] of the author
and we prove in all details that the weighted paths can be well defined for appropriately
chosen weights. The results included in this chapter are not new, however, a new and
relatively simple proof of the existence is given. Chapter 4 contains the results about the
limiting behavior of the weighted central paths. The first part deals with the asymptotic
behavior of the paths and in the second part these results are used for analyzing the
analyticity of the paths at the boundary point. This chapter contains new results and
some of them were presented in [30]. Chapter 5 is the conclusion where the main results
of the thesis are summarized.

The thesis includes several appendices on necessary facts from several areas: matrix
theory (Appendix A), derivatives of matrix functions (Appendix B) and asymptotic
notation (Appendix C). Moreover, in Appendix D we review the assumptions needed in
the thesis.
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List of Notation

SDP semidefinite programming
LP linear programming

IPM intrior point methods
Rm m-dimensional real vector space

Rp×q vector space of p× q real matrices
dimV dimension of vector space V

Sn vector space of n× n real symmetric matrices,
dimSn = n(n+ 1)/2

Sn
+ closed convex cone of all n× n real symmetric positive semidefinite

matrices
Sn

++ open convex cone of all n× n real symmetric positive definite
matrices

Ln vector space of n× n real lower triangular matrices,
dimLn = n(n+ 1)/2

Ln
+ closed convex cone of all n× n real lower triangular matrices

with nonnegative diagonal entires
Ln

++ open convex cone of all n× n real lower triangular matrices
with positive diagonal entires

Un vector space of n× n real upper triangular matrices,
dimUn = n(n+ 1)/2

Un
+ closed convex cone of all n× n real upper triangular matrices

with nonnegative diagonal entires
Un

++ open convex cone of all n× n real upper triangular matrices
with positive diagonal entires

Dn vector space of n× n real diagonal matrices,
Dn

+ closed convex cone of all n× n real diagonal matrices
with nonnegative diagonal entires

Dn
++ open convex cone of all n× n real diagonal matrices

with positive diagonal entires
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A = (Aij) matrix A with entries Aij

rank(A) rank of matrix A
tr(A) trace of matrix A, tr(A) =

∑n
i=1 Aii

detA determinant of matrix A
A−1 inverse of matrix A
AT transpose of matrix A
A∗ conjugate transpose of matrix A

Ker(A) kernel or null of matrix A, Ker(A) = {x|Ax = 0}
Im(A) image space of A, Im(A) = {Ax}

I identity matrix (the dimension is clear from the context)
0 zero number, vector or matrix, respectively

(the dimension is clear from the context)
X � 0 X ∈ Sn

+

X ≻ 0 X ∈ Sn
++

LX lower Cholesky factor of a positive semidefinite matrix X,
LX ∈ Ln

+, X = LXLT
X

.
UX upper Cholesky factor of a positive semidefinite matrix X,

UX ∈ Un
+, X = UXUT

X
.

X • Y inner product defined on Rp×q as tr(XTY)
vec(A) for A ∈ Rp×q, vec(A) = (A11, . . . ,A1q,A21, . . . ,A2q, . . . ,Apq) ∈ Rpq

svec(B) for B ∈ Sn, svec(B) = (B11,
√

2B12, . . . ,
√

2B1n,B22,
√

2B23, . . .

. . . ,
√

2B2n . . . ,Bnn)

‖A‖F Frobenius matrix norm defined as ‖A‖F =
√

A •A
‖A‖2 spectral matrix norm defined as

‖A‖2 = max{
√
λ;λ is an eigenvalue of ATA}

〈〈B〉〉
A

unique symmetric matrix H which satisfies the equation
AH + HA = B for A ∈ Sn

++, B ∈ Sn.
[[B]]L unique lower triangular matrix H which satisfies the equation

LHT + HLT = B for L ∈ Ln
++, B ∈ Sn.

⋆ symmetric Kronecker product
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Chapter 1

Introduction

Semidefinite programming

Semidefinite programming (SDP) is a special class of mathematical programming,
which became popular during the 1990’s. It has attracted researchers from various areas
of theoretical and applied mathematics, including convex programming, linear algebra,
numerical optimization, combinatorial optimization, control theory and statistics. This
interest had several reasons: SDP contains important classes of convex optimization
problems (like linear, quadratic and so–called second order cone programming) as special
cases; semidefinite constraints arise directly in many applications not only in the areas
mentioned above, but also in approximation theory, spectral analysis and structural
design (a rich overview of the applications is given in [78]); and finally, SDP problems
can be solved efficiently using interior point methods.

Semidefinite programming problems can be characterized as optimization problems
with linear objective function and linear constraints, where the variable is a symmetric
matrix, which is required to be positive semidefinite or, alternatively (in terms of vector
variable), as problems where a linear function is optimized subject to the constraint
that an affine combination of matrices is positive semidefinite. It seems that the first
formulation of the SDP problem (as a generalization of linear programming problem)
was given by Bellman and Fan [5], however the importance of the constraints requiring
a certain affine combination of matrices to be positive semidefinite (now known as linear
matrix inequalities or LMIs) had been recognized much earlier in control theory.1

The main differences between semidefinite programming and linear programming
(LP) are that the feasible set in SDP problem is indeed convex but no more polyhedral

1These constraints are involved in Lyapunov’s characterization of stability of the solution of a linear
differential equation, for more about LMIs see e.g. [6].
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10 CHAPTER 1. INTRODUCTION

and therefore there is no practical simplex method for SDP programs 2, and although
SDP has a rich duality theory, it is not as strong as in linear programming. Still the
theory of SDP is close to the theory of LP and many results from LP were gener-
alized to SDP. The early papers dealing with theory of SDP (optimality conditions)
were [10], [19], [61], [77].

Interior point methods

Positive development in SDP started after 1984, when Karmarkar published his pro-
jective algorithm for linear programming [35], possessing polynomial time worst case
complexity and excellent behavior in practice. Surprisingly, it was later uncovered, that
this algorithm closely relates to the (logarithmic) barrier method developed in 1960s
in the context of nonlinear optimization (see e.g. Fiacco and McCormick [17]). Several
variants of Karmarkar’s interior point method have been developed—a major survey was
made by Gonzaga [21]. 3

Consequently, many mathematicians tried to extend the interior point method to
general convex programming problems. However, while applying the new techniques,
several problems regarding the Newton method analysis appeared. These problems were
resolved by Nesterov and Nemirovsky in 1988 (see [52], [54], [55]) by defining the so called
self-concordant property and showing that for every convex set a self-concordant barrier
exists (however it is not always readily computable). This result led to generalization of
the IPM for LP into interior point methods for SDP, which was made independently by
Nesterov and Nemirovsky [53] and Alizadeh [2]. After that many works and papers con-
cerning IPM algorithms appeared, see e.g. [4], [38], [45], [57], [43] [66], [12], [62], [37], [56].

Central path

Besides the algorithmical aspects of interior point methods also theoretical aspects
of IPM were studied. These involve the central path—an analytical curve of solutions of
parameterized barrier problems. It lies in the interior of the feasible set and tends to the
optimal solution of the original problem. Most IPM algorithms follow the central path
and its analytical properties are important for the convergence analysis of the algorithms.

Numerous facts concerning the convergence, the limiting behavior and the analyticity
properties of this curve have been established. The central path was firstly studied in
the context of linear programming and the works dealing with the limiting behavior of

2However, there were some approaches of extentions of the simplex method for SDP, this fact and
related papers are discussed in [73].

3Another books on this subject are e.g. [60], [80]; for historical survey see e.g. [79], [27].
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the path in LP are e.g. [1], [44], [76]. The convergence of the derivatives of the central
path was established by Güler [22] and it was proved independently by Halická [23], [24]
and Wechs [75] that the central path in LP can be analytically extended to the boundary
point.

The analysis of the properties of the central path in linear complementarity problems
(LCP) is more complicated. It was shown by Kojima et al. [36] that the central path
converges to a solution. However, in LCP the asymptotic behavior of the derivatives
of the path depends on the existence of the so–called strictly complementary optimal
solution, related results were established by Monteiro et al. [46], [48]. The results about
the analytical extension of the path can be found in the papers of Stoer and Wechs [65],
[64].

The behavior of the central path in semidefinite programming depends on whether
the SDP has a strictly complementary optimal solution. Under the assumption of the
existence of the strictly complementary optimal solution a characterization of the limit
point of the central path was given and it was shown that the central path converges
to the so–called analytic center of the optimal solution set (see [43], [13], [20]). More-
over, it was shown by Halická [25] that the central path of an SDP possesing strictly
complementary optimal solution can be analytically extended to the boundary point.

In the absence of strict complementarity it was shown by de Klerk et al. [14] and
Goldfarb and Scheinberg [20] that any limit point of the central path must be a maxi-
mally complementary solution. This property was used to prove that the central path
in SDP converges. This result is included in works of Halická et al. [29], where the
proof was based on a deep result from algebraic geometry, and Kojima et al. [38], who
used similar arguments as the ones in [36] and showed the convergence of the central
path in monotone semidefinite complementarity problems, which is equivalent to SDP.
Partial characterization of the limit point of the central path as an analytic center of
some convex subset of the optimal solution set was given by Halická et al [28] and Sporre
and Forsgren [63]. The analyticity of the of the central path at the boundary point in
the absence of strict complementarity was given by da Cruz Neto et al. [11] for a certain
subclass of SDP problems, however for general SDP this property has not been proved
yet.

Weighted central path

In linear programming, the notion of the central path can be easily extended to the
notion of the weighted central path—by defining weighted logarithmic barrier functions,
see [22]. However this characterization does not seem to be good method to obtain
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suitable notion of the weighted central path in SDP. 4 Several approaches of how to
define the weighted central path in SDP appeared. One of the first approaches of how
to define weighted centers for SDP was given by Sturm and Zhang [67]. An another one
was developed by Monteiro et al. [47], [50], where the result [46] is extended to nonlinear
semidefinite complementarity problems.5 In this approach, the weighted central path is
defined as the set of optimal solutions of a weighted centering system and according to the
symmetrization map used in the (perturbed) complementarity condition, several types
of weighted paths can be distinguished. In what follows only this notion of weighted
paths will be discussed.

The existence of the weighted central paths in SDP was studied by the following
authors. A general approach was presented in the work of Monteiro and Zanjacomo [50],
where the existence of the weighted paths in nonlinear semidefinite complementarity
problems associated with various types of symmetrizations was proved and to this aim
deep results from nonlinear analysis and theory of local homeomorphic maps were used.
The approach of Preiss and Stoer [58] was more elementary (based on the Implicit
function theorem), however only one type of weighted paths in the linear semidefinite
complementarity problems was considered—the one associated with the so called AHO-
symmetrization (see [4]). The weighted path in SDP associated with the Cholesky-type-
symmetrization and positive diagonal weight was studied in the paper of Chua [7] and
the existence was shown by defining weighted logarithmic barrier functions. A simpli-
fied and unified existence proof of all types of weighted paths in terms of semidefinite
programming is given in [71] and in this thesis.

Also the limiting behavior and the analyticity of the weighted central paths in SDP
at the boundary point was studied and all related results are given under the assump-
tion of the existence of the strictly complementary optimal solution. These results are
included in the works of Lu and Monteiro [41], [42], Preiss and Stoer [59], Chua [8], and
Halická and Trnovská—which are contained in this thesis (see also [30]).

Semidefinite programming applications

As it was mentioned above, there exist many important applications of semidefinite
programming—various problems can be directly formulated as an SDP and some can be
relaxed using SDP to obtain better approximations of the optimal value.

In many cases semidefinite programming arises in the form of optimizing a linear
combination of eigenvalues of a matrix subject to the linear constraints on the matrix (the

4This approach appeared to be possible for a special type of weighted path in SDP, associated with
so-called Cholesky type symmetrization and positive diagonal weight, see [7].

5SDP can be considered as a special case of the nonlinear semidefinite complementarity problem.
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equivalence to SDP is shown e.g. in [3]). A special quasiconvex programming problem
can be formulated as a SDP (see [68]) and some (nonconvex) quadratic programs can
be relaxed using SDP. One can find special interpretation of these problems, besides the
standard SDP problem, in various areas, like e.g. statistics, graph theory or engineering
and using IPM for SDP can appear to be a big advantage.

Applications in combinatorial optimization include e.g. the Lovász ϑ-function, the
MAX-CUT problem or the maximum satisfiability problem. These applications are
described by de Klerk in [15]. More about combinatorial optimization applications see
e.g. [3], a survey was done by Goemans and Rendl in [78].

As to the SDP engineering applications, on the first place one should put the system
and control theory. A monograph on this area is given by Boyd et al. [6], several examples
can be found also in [73] and a survey is given by Balakrishnan and Wang in [78]. Another
engineering applications are e.g. pattern recognition [73], [74] or structural design (for
survey see Ben-Tal and Nemirovsky in [78]). More examples are given in [74].

Statistical applications of SDP appear mostly in the area of experiment design. Some
examples are given in [74] and a survey was done by Fedorov and Lee in [78].

Semidefinite programming algorithms

The developement of efficient polynomial time algorithms for SDP started at the
end of 1980s, when Nesterov and Nemirovski [52], [54] showed that the problem of
minimalization of a linear function over a convex set can be solved in polynomial time
as long as a selfconcordant barrier function for the convex program is known. They
showed that linear program, quadratic constrainned quadratic program and semidefinite
program have explicit and easily computable selfconcordant barier.

On the other hand in [4] a potential reduction algorithm for LP was extended to
SDP by mechanical way. It was also shown that this approach was succesful for many
polynomial time algorithms which were mostly primal or mostly dual oriented.

Since then many authors proposed interior point algorithms for SDP. This includes
works [2], [31], [43], [38], [45], [49], [51], [13], [53], [57], [56]. An overview of the interior
point algorithms for SDP can be found e.g. in [15], [78].

SDP literature and internet resources

At the end of this chapter we would like to refer to several resources, which can offer a
compact view on semidefinite programming, including the theory, the algorithms and the
applications. A survey of duality results, facts about the central path and interior point
algorithms is given in the monograph by de Klerk [15]. Here the selected applications
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related to combinatorial optimization. A huge survey of the results concerning the
theory and applications of SDP up to the year 2000 is contained in the handbook of
Semidefinite Programming [78] edited by Wolkowicz et al. Shorter, however excellent
surveys are given by Vandenberghe and Boyd6 [73] and Todd7 [68].

As to related internet resources, many informations can be found on

http://www-user.tu-chemnitz.de/~helmberg/semidef.html

http://liinwww.ira.uka.de/bibliography/Math/psd.html

6available at www.stanford.edu/ boyd/sdp.html
7available at http://www.orie.cornell.edu/ miketodd/soa5.ps



Chapter 2

Semidefinite programming

In this chapter we present some basic and well-known facts about semidefinite program-
ming, which come mostly from the following resources: [3], [15], [26], [73]. The first
part contains the definitions of the primal and dual SDP problems and the SDP duality
theory. In the second part we focus on the central path in SDP—the existence proof
and several properties of the central path are included.

2.1 Semidefinite programming problems

2.1.1 Basic definitions and properties

Let A1, . . . ,Am,C ∈ Sn and b ∈ Rm be given. We will consider the following primal
semidefinite programming problem

minimize C • X
subject to Ai • X = bi, for all i = 1, . . . ,m,

X � 0,
(2.1)

where X ∈ Sn is a variable. The dual semidefinite programming problem can be ex-
pressed in the form

maximize bT y
subject to

∑m
i=1 Aiyi + S = C,

S � 0,
(2.2)

where (S, y) ∈ Sn ×Rm are variables. We will denote

P :=
{

X ∈ Sn
∣

∣ Ai •X = bi, i = 1, . . . ,m; X � 0
}

,

15



16 CHAPTER 2. SEMIDEFINITE PROGRAMMING

P0 :=
{

X ∈ Sn
∣

∣ Ai •X = bi, i = 1, . . . ,m; X ≻ 0
}

the primal feasible and the primal strictly feasible set, respectively, and

D :=

{

(y,S) ∈ Rm × Sn
∣

∣

∣

m
∑

i=1

Aiyi + S = C, S � 0

}

,

D0 :=

{

(y,S) ∈ Rm × Sn
∣

∣

∣

m
∑

i=1

Aiyi + S = C, S ≻ 0

}

the dual feasible and the dual strictly feasible set, respectively.
Let p∗, d∗ be the primal and dual optimal value, that is,

p∗ ∈ 〈−∞,∞), p∗ = inf{C • X | X ∈ P},

d∗ ∈ (−∞,∞〉, d∗ = sup{bT y | y ∈ D},
and define p∗ = +∞ if P = ∅ and d∗ = −∞ if D = ∅.
We will denote

P∗ := {X ∈ P | C •X = p∗},

D∗ := {y ∈ D | bT y = d∗}
the primal and dual optimal solution sets.

Denote

N :=

{

(X, y,S) ∈ Sn ×Rm × Sn
∣

∣

∣
Ai • X = 0, i = 1, 2, . . . ,m;

m
∑

i=1

Aiyi + S = 0

}

,

R :=

{

(

A1 • X, . . . ,Am •X,
m
∑

i=1

Aiyi + S
)

∈ Rm × Sn
∣

∣

∣
X ∈ Sn, y ∈ Rm,S ∈ Sn

}

.

Lemma 2.1.1 For any (X, y,S) ∈ N we have X • S = 0.

Proof. If (X, y,S) ∈ N , then clearly

X • S = X •
(

−
m
∑

i=1

Aiyi

)

= −
m
∑

i=1

(Ai • X)yi = 0.

2
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Corollary 2.1.1 Let X1,X2 be primal feasible and (y1,S1), (y2,S2) be dual feasible so-
lutions. Then

(X1 − X2) • (S1 − S2) = 0.

Lemma 2.1.2 If A1, . . . ,Am are linearly independent, then R = Rm × Sn.

Proof. From the linear independence of the matrices A1, . . . ,Am it follows that if
z ∈ Rm is arbitrary, then there exists X ∈ Sn so that Ai • X = zi ∀i = 1, 2, . . . ,m. Let
Z be any symmetric matrix. The matrices A1, . . . ,Am can be completed to the basis
[A1, . . . ,An̄] of Sn Then

Z =
m
∑

i=1

Aiyi +
n̄
∑

j=m+1

Ajyj =
m
∑

i=1

Aiyi + S.

2

2.1.2 Duality and complementarity

Semidefinite programming has a rich duality theory, however not as strong as linear
programming. It is well-known that in LP we either have that there exist optimal
solutions of the primal and dual LP problems and p∗ = d∗, or that one of the problems
is infeasible and the other one is unbounded, or the both—the primal and the dual
problem is infeasible. But in SDP it can happen that p∗ > d∗ even if the both—primal
and dual optimal solution exists, or that one of the problems is unsolvable (the optimal
solution set is empty), however the optimal value is finite (for examples see e.g. [73]).
To ensure that the pair of problems (2.1), (2.2) possesses the same primal-dual relations
like in LP, the assumption of the existence of an interior point in the primal and dual
strictly feasible set is needed (see Theorem 2.1.2 in the next). More about the duality
theory in SDP can be found in [3], [15], [68], [73], [78].

Theorem 2.1.1 (Weak duality theorem) If X ∈ P and (y,S) ∈ D, then

C •X ≥ bT y.

Proof. We have that

C •X − bT y = C • X−
m
∑

i=1

(Ai • X)yi = X • (C −
m
∑

i=1

Aiyi) = X • S.

However from the positive semidefinitness of the matrices X and S it follows that
X • S ≥ 0 (see Proposition A.2.3).
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2

As a simple consequence we obtain the following corollary.

Corollary 2.1.2
p∗ ≥ d∗.

For X, y,S feasible, the value C • X − bT y is called the duality gap and the value
p∗ − d∗ is called the optimal duality gap. Weak duality theorem implies that if X ∈ P
and (y,S) ∈ D are be optimal, then the duality gap is zero, that is, X •S = 0. However,
this condition is equivalent to XS = 0, since X � 0,S � 0 (see Proposition A.2.4).

The following well known result can be proved using the so-called generalized Farkas
lemma (see Lemma 2.3 of [3]).

Theorem 2.1.2 (Duality theorem)
a) If D0 6= ∅, then d∗ = p∗. Moreover, if p∗ is finite, then P∗ 6= ∅.
b) If P0 6= ∅, then d∗ = p∗. Moreover, if d∗ is finite, then D∗ 6= ∅.
c) If P0 6= ∅,D0 6= ∅, then d∗ = p∗ and P∗ 6= ∅,D∗ 6= ∅.

The necessary and sufficient conditions of optimality are stated in the following
theorem.

Theorem 2.1.3 If P0 6= ∅,D0 6= ∅, then (X, y,S) is an optimal solution of (2.1), (2.2)
if and only if it satisfies the following system:

Ai • X = bi i = 1, . . . ,m, X � 0
∑m

i=1 Aiyi + S = C, S � 0,
XS = 0.

(2.3)

The first condition is the primal feasibility, the second condition is the dual feasibility
and the third condition is called the complementarity condition. The optimal solution
that satisfies the complementarity condition is called complementary.

Definition 2.1.1 (Strictly complementary solution)
The complementary solution (X∗, y∗,S∗) of the problems (P ), (D) is strictly complemen-
tary if

X∗ + S∗ ≻ 0.

In linear programming, the existence of an optimal solution implies the existence of
a strictly complementary solution. However in semidefinite programming, (as well as in
quadratic convex programming or for linear complementarity problems) this property is
not satisfied in general.
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2.2 Central path in semidefinite programming

In this section we will introduce the central path in semidefinite programming as the
optimal solution set of a class of barrier problems or equivalently as the solution set
of the perturbed system (2.3) of necessary and sufficient conditions for (2.1) and (2.2).
Through this section we will consider the following assumptions:

Assumption (A1): The matrices A1, . . . ,Am are linearly independent.

Assumption (A2): P0 6= ∅,D0 6= ∅.

Assumption (A1) ensures the one-to-one correspondence between the dual variables
y and S. Assumption (A2) (also referred to as the interior point assumption) follows
from Duality theorem. Actually, both assumptions together are equivalent to the fact
that the primal and dual optimal solution sets are nonempty and bounded (See [69]).

2.2.1 Existence of the central path

Choose a fixed µ > 0 and define the barrier functions:

fP
µ : Sn

++ → R, fP
µ (X) = C •X − µ ln det(X)

and

fD
µ : Rm × Sn

++ → R, fD
µ (y,S) = bT y + µ ln det(S).

The associated primal and dual barrier problems are

minimize fP
µ (X)

subject to Ai • X = bi, i = 1, . . . ,m
X ≻ 0







(2.4)

and
maximize fD

µ (y,S)

subject to
∑m

i=1 Aiyi + S = C
S ≻ 0







(2.5)

where the variables are X ∈ Sn and (y,S) ∈ Rm × Sn, respectively.

Proposition 2.2.1 For any µ > 0 the both problems (2.4) and (2.5) have at most one
solution.
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Proof. The statement follows from the fact that the primal barrier function fP
µ is

strictly convex and that the dual barrier function fD
µ is strictly concave on D0.

2

In what follows, we prove the existence of the solutions of the problems (2.4), (2.5).
This result is well-known in the theory of interior point methods for SDP and various
proofs can be found e.g. in [15], [68], [78]. Nevertheless, the whole proof is presented
here, since this statement is fundamental for further explanation. Our proof will be
based on the approach of [26] where, besides the well-known Weierstrass theorem, also
the following characterization of an unbounded convex set is used.

Lemma 2.2.1 Let K ⊆ Sn
++ be a nonempty, convex, closed and unbounded set. Then

for any V ∈ K there exists W ∈ K such that

W −V � 0, W − V 6= 0

and
{Vt | Vt = V + t(W − V), t ≥ 0} ⊆ K.

Proof. From the assumptions of the lemma we have that from any point in K one
can lead a ray that lies in K. More exactly, for any V ∈ K there exists A ∈ Sn,A 6= 0
such that

V + tA ∈ K, ∀ t ≥ 0. (2.6)

Put W = V + A. It remains to show that A � 0. Let Q and D be the orthogonal
and diagonal matrix, respectively, for which QTAQ = D. Suppose there is a negative
number on the diagonal of D. Then for some positive t the matrix QTVQ + tD has
a negative number on diagonal. But this contradicts (2.6) and therefore D � 0 and
obviously also A � 0.

2

Theorem 2.2.1 For any µ > 0 the both problems (2.4) and (2.5) have a unique solution.

Proof. We will prove the statement for the primal barrier problem. For the dual
barrier problem it can be done similarly.

Because of Proposition 2.2.1 , it remains to show the existence of the optimal solution
of the problem (2.4). From Assumption (A2) it follows that there exists X0 ≻ 0 such
that for all i = 1, . . . ,m

Ai • X0 = bi.
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Define the set

P(X0) = {X ∈ P0 | fP
µ (X) ≤ fP

µ (X0)}.
Now, it is easy to see that it sufficies to show that there exists an optimal solution of
the following problem

minimize fP
µ (X)

subject to X ∈ P(X0).

The function fP
µ (X) is continuous and the set P(X0) is nonempty. Therefore, in order

to apply the well-known Weierstrass result, we only have to show that the set P(X0) is
compact.

Firstly, we will prove that the set P(X0) is closed. Let {Xn}n
i=1 be a sequence in

P(X0), such that limn→∞ Xn = X̂. Since for any n = 1, 2, 3, . . .

Ai • Xn = bi, i = 1, . . . ,m, Xn ≻ 0,

we have that

Ai • X̂ = bi, i = 1, . . . ,m, X̂ � 0.

The continuity of fP
µ (X) implies that

lim
n→∞

fP
µ (Xn) = fP

µ (X̂) ≤ fP
µ (X0). (2.7)

Finally, if X̂ � 0 is singular, then det X̂ = 0 and hence ln det X̂ = −∞. But this
contradicts (2.7) and therefore X̂ must be positive definite.

Now, we will prove that the set P(X0) is bounded. Suppose that P(X0) is un-
bounded. Observe that P(X0) is a convex set, since it is a sublevel set of a convex
function. By applying Lemma 2.2.1 we obtain that there exist X1,X2 ∈ P(X0) satisfy-
ing

X1 −X2 � 0, X1 − X2 6= 0

such that the ray

{Xt | Xt = X1 + t(X1 − X2), t ≥ 0}
is included in P(X0). Therefore for all t ≥ 0

fP
µ (Xt) ≤ fP

µ (X0). (2.8)

Compute the limit

lim
t→∞

fP
µ (Xt) = lim

t→∞
fP

µ (X1 + t(X1 − X2)) =
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lim
t→∞

[

C • (X1 + t(X1 − X2)) − µ ln det(X1 + t(X1 − X2))

]

=

lim
t→∞

[

C • X1 + t

(

C • (X1 − X2) −
µ ln det(X1 + t(X1 − X2))

t

)

]

.

Denote

V(t) = C • (X1 −X2) −
µ ln det(X1 + t(X1 − X2))

t
.

We will show that

0 < lim
t→∞

V(t) <∞. (2.9)

Denote pk(t) = det(X1 + t(X1 − X2)), which is a polynomial of a degree k. Using the
L’Hospital’s rule we obtain that

lim
t→∞

µ ln pk(t)

t
= lim

t→∞
µp′k(t)

pk(t)
= 0.

From Assumption (A2) it follows that there exists (y0,S0) ∈ D0. The matrices X1,X2

are feasible and hence

C • (X1 − X2) =

( m
∑

i=1

Aiy0
i + S0

)

• (X1 − X2) = S0 • (X1 −X2) > 0,

where the inequality follows from Proposition A.2.5. We have shown that (2.9) holds
and therefore

lim
t→∞

fP
µ (Xt) = ∞.

But this contradicts to (2.8) and hence the theorem is proved.

2

Denote (X(µ), y(µ),S(µ)) the optimal solution of (2.4), (2.5). Theorem 2.2.1 implies
that the central path can be well defined as follows:

Definition 2.2.1 The set

{(X(µ), y(µ),S(µ)) | µ > 0}

is called the central path.
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Note. In the interior point theory the central path can be alternatively defined as the
map

fcp : R++ → Sn
++ ×Rm × Sn

++, fcp(µ) = (X(µ), y(µ),S(µ)).

The following theorem contains the necessary and sufficient conditions of optimality
for the pair of barrier problems (2.4), (2.5).

Theorem 2.2.2 Let µ > 0. Then (X, y,S) is an optimal solution of (2.4), (2.5) if and
only if it satisfies the system

Ai • X = bi, i = 1, . . . ,m, X ≻ 0,
∑m

i=1 Aiyi + S = C, S ≻ 0,
XS = µI.

(2.10)

Corollary 2.2.1 For any µ > 0 there exists a unique solution (X(µ), y(µ),S(µ)) of the
system (2.10) and this solution lies on the central path.

From the Corollary 2.2.1 it follows that the central path could be defined implicitly
as the set of solutions of the system (2.10). However, the connection with the barrier
problems (2.4), (2.5) is needed for proving the existence of the central path.

Note that the duality gap along the central path is equal to

C •X(µ) − bT y(µ) = X(µ) • S(µ) = tr(X(µ)S(µ)) = tr(µI) = nµ.

Therefore, it is easy to see that if the central path has a limit point as µ→ 0 then it is
an optimal solution of (2.1), (2.2).

2.2.2 Analyticity and convergence of the central path

Theorem 2.2.3 The function

fcp : µ 7→ (X(µ), y(µ),S(µ))

is an analytic function for µ > 0.

The proof of this theorem is based on the fact, that the Jacobian of the map corre-
sponding to (2.10) is nonsingular along the central path. Hence the following ”analytic
version” of the implicit function theorem (see also [16] Theorem 10.2.4, or [15] Theorem
3.2) can be applied. Since this theorem will be the main tool for many other results in
this thesis, we provide here the full text of it.
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Theorem 2.2.4 (Implicit function theorem) Let g : Rr+s → Rs be an analytic function
of w ∈ Rr and z ∈ Rs such that:

1. there exists (w̄, z̄) ∈ Rr+s such that g(w̄, z̄) = 0,

2. The Jacobian of g with respect to z is nonsingular at (w̄, z̄).

Then there exist (open) neighborhoods O(w̄) ⊂ Rr and O(z̄) ∈ Rs of w̄ and z̄ respectively,
and an analytic function

f : O(w̄) → O(z̄)

such that f(w̄) = z̄ and
g(w, f(w)) = 0 ∀ w ∈ O(w̄).

The whole proof of Theorem 2.2.3 can be found e.g. in [15].

Theorem 2.2.5 Let µ̄ > 0. Then the set

{(X(µ), y(µ),S(µ))|0 < µ ≤ µ̄}

is bounded.

From Theorem 2.2.5 it follows that the central path has a limit point as µ → 0 and
hence there exists a sequence {µk}∞k=1 ∈ (0, µ̄〉, such that limk→∞ µk = 0 and

lim
k→∞

(X(µk), y(µk),S(µk)) = (X∗, y∗,S∗),

where X∗ ∈ P∗ and (y∗,S) ∈ D∗.

Theorem 2.2.6 The central path converges as µ→ 0 , i.e. it has a unique limit point,
which is an optimal solution of (2.1), (2.2).

The result stated in Theorem 2.2.6 was proved in the papers [29], [38], however the
proof can be found also in [15]. In works [14], [20] it was shown that any limit point of
the central path is a maximally complementary solution. Under the assumption of the
existence of the strictly complementary optimal solution a characterization of the limit
point of the central path as the so-called analytic center of the optimal solution set can
be found in [43], [13], [20]. Partial characterization of the limit point of the central path
as an analytic center of some convex subset of the optimal solution set was given in [28]
and [63].

The following result was shown by Halická [25].
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Theorem 2.2.7 Assume that there exists a strictly complementary solution. Then the
central path can be analytically extended to µ = 0.

The above result, however in the absence of strict complementarity, was proved in [11]
for a certain type of degenerate SDP.

2.2.3 Symmetrization of the complementarity condition

It is well known that the product of two symmetric matrices is not necessary symmetric.
This may cause problems in the interior point algorithms, which are based on solving
the system (2.10). Therefore the matrix XS is replaced by some kind of symmetrization
matrix Φ(X,S) ∈ Sn with the following property:

If X � 0,S � 0, then XS = 0 if and only if Φ(X,S) = 0.

In semidefinite programming and semidefinite complementarity problems the follow-
ing symmetrization maps are discussed (see [4], [47], [49], [51], [50], [58], [59]):

Φ1(X,S) = (XS + SX)/2

Φ2(X,S) = X
1
2 SX

1
2

Φ3(X,S) = LT
X
SLX

Φ4(X,S) = (X
1
2 S

1
2 + S

1
2X

1
2 )/2

Φ5(X,S) = (UT
S
LX + LT

X
US)/2

where X
1
2 ,S

1
2 are the square roots of the matrices X,S; LX is the lower Cholesky factor

of the matrix X and US is the upper Cholesky factor of the matrix S. Remark that if
X � 0,S � 0, then the matrices Φ2(X,S),Φ3(X,S) are positive semidefinite, however
the other are not in general.
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Chapter 3

Existence of weighted paths in
SDP

3.1 Motivation

In linear programming, the concept of the central path can be easily extended to the
concept of the weighted central path—by defining weighted logarithmic barrier functions.
However, this technique can not be applied to semidefinite programming, in general.
There were more approaches of how to define the weighted central path in SDP. One of
them was developed by Monteiro et al. (see [47], [51]) originally for nonlinear semidefinite
complementarity problems. Following this approach one can define the weighted central
path for SDP as the set { (X(µ), y(µ),S(µ)) | µ > 0} of the solutions of the parameterized
systems

Ai • X = bi + µ△bi, i = 1, . . . ,m, X ≻ 0,
∑m

i=1 Aiyi + S = C + µ△C, S ≻ 0,
Φj(X,S) = φj(µ)W,

(3.1)

where △b ∈ Rm,△C ∈ Sn are fixed, W ≻ 0 is the weight, Φj(X,S) is one of the
symmetrization maps already discussed in Section 2.2.3:

Φ1(X,S) = (XS + SX)/2

Φ2(X,S) = X
1
2 SX

1
2

Φ3(X,S) = LT
X
SLX

Φ4(X,S) = (X
1
2 S

1
2 + S

1
2X

1
2 )/2

Φ5(X,S) = (UT
S
LX + LT

X
US)/2

(3.2)

27
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and

φj(µ) = µ, j = 1, 2, 3; φj(µ) =
√
µ, j = 4, 5.

Therefore, according to the symmetrization map we will distinguish five types of weighted
paths in semidefinite programming.

The authors Monteiro and Zanjacomo [51] have proved the existence of the weighted
paths in nonlinear semidefinite complementarity problems using deep results from non-
linear analysis, based on the theory of the local homeomorphic maps. The another
approach, used by Preiss and Stoer [58] was more elementary, it was essentially based
on the implicit function theorem. However, latter authors proved the existence of the
weighted path in linear complementarity problem associated only with the symmetriza-
tion Φ1(X,S). The same symmetrization and technique was used by the author in [70]
for the existence of the weighted central path in SDP. In [71] the result [70] is extended
to all five symmetrizations defined in (3.2).

In this chapter we present our results from [70], [71] in all details, that is, we prove
that the weighted paths can be well defined (for appropriately chosen weights). To this
aim we need to show that for fixed △b,△C, properly chosen weight W and any µ > 0
there exists a unique solution of the system (3.1). 1 Obviously, such weighted central
paths do not lie in the interior of the feasible set in general, and hence they can be useful
if an interior point does not exist or is unknown.

In the next we will consider Assumption (A1) (see Section 1.3) and instead of As-
sumption (A2) we will consider a weaker assumption:

Assumption (A3): The system (2.3) is solvable.

3.2 Nonsingularity of Fréchet derivatives

For fixed △b ∈ Rm,△C ∈ Sn consider the maps F j
µ,W : Sn ×Rm ×Sn → Rm ×Sn ×Sn

with parameters µ > 0 and W ≻ 0 (j = 1, .., 5) :

F j
µ,W(X, y,S) =





A(X) − b− µ△b
A∗(y) + S− C − µ△C

Φj(X,S) − φj(ν)W



 . (3.3)

1The proof of the existence of the solution of (3.1) can not be performed in the same way as in the
case of the system (2.10)—it seems not to be possible to characterize the weighted central path in SDP
using weighted logarithmic barrier problems.
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Here the map A is defined as

A : Sn → Rm, A(X) = (A1 •X, . . . ,Am • X), (3.4)

and its adjoint map is

A∗ : Rm → Sn, A∗(y) =
m
∑

i=1

Aiyi.

Clearly, in this notation the system (3.1) is equivalent to

F j
µ,W(X, y,S) = 0, X ≻ 0, S ≻ 0.

The main tool we will use in the proof of the existence of the weighted paths is the
analytic version of the implicit function theorem (Theorem 2.2.4, see also e.g. [16], [15]).
In this context we will be interested in the Fréchet derivative of the maps F j

µ,W. It can

be derived that if X ≻ 0,S ≻ 0, the Fréchet derivative of DF j
µ,W at (X, y,S) is the

linear map

DF j
µ,W(X, y,S)[△X,△y,△S] =





A(△X)
A∗(△y) + △S

DΦj(X,S)[△X,△S]





with the variables [△X,△y,△S] ∈ Sn × Rm × Sn where DΦj(X,S) are derived in
Appendix B (see Corollary B.2.1).

In this section we will derive the sufficient conditions to ensure the nonsingularity of
DF j

µ,W(X, y,S). These conditions will differ for particular j ∈ {1, . . . , 5}.

3.2.1 Nonsingularity of DF 1
µ,W(X, y,S)

Recall that if X ≻ 0, S ≻ 0 then, according to Corollary B.2.1,

DF 1
µ,W(X, y,S)[△X,△y,△S] =





A(△X)
A∗(△y) + △S

1
2(△XS + S△X + △SX + X△S)





Define the matrix2

A =







svec(A1)T

...
svec(Am)T






∈ Rm ×Rn̄. (3.5)

2See Definition A.4.1 in Appendix A.4.
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Then clearly
A(X) = Asvec(X),
svec(A∗(y)) = AT y.

Using the matrices defined in (3.5), the symmetric Kronecker product3 and the svec
operator we can write DF 1

µ,W(X, y,S) in a matrix-vector representation





A 0 0
0 AT I

S ⋆ I 0 X ⋆ I









svec(△X)
△y

svec(△S)



 ,

which will be useful for proving the following proposition:

Proposition 3.2.1 If XS + SX ≻ 0, then DF 1
µ,W(X, y,S) is a nonsingular linear map.

Proof. Assume




A 0 0
0 AT I

S ⋆ I 0 X ⋆ I









svec(△X)
△y

svec(△S)



 =





0
0
0



 . (3.6)

It suffices to show that the equations (3.6) imply





svec(△X)
△y

svec(△S)



 =





0
0
0



 .

By Lemma 2.1.1 we have that

svec(△X)T svec(△S) = 0. (3.7)

From the third equation of (3.6) it follows

svec(△X) = −(S ⋆ I)−1(X ⋆ I)svec(△S). (3.8)

The equalities (3.7), (3.8) imply

svec(△S)T (S ⋆ I)−1(X ⋆ I)svec(△S) = 0

and hence, according to Corollary A.4.4, svec(△S) = 0. Finally, Assumption (A1) and
(3.8) yield △y = 0 and svec(△X) = 0, respectively.

2

3See Definition A.4.2 in Appendix A.4.
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3.2.2 Nonsingularity of DF 2
µ,W(X, y,S)

Recall that if X ≻ 0, S ≻ 0, then, according to Corollary B.2.1,

DF 2
µ,W(X, y,S)[△X,△y,△S] =

=







A(△X)
A∗(△y) + △S

〈〈△X〉〉
X

1
2
SX

1
2 + X

1
2 S 〈〈△X〉〉

X
1
2

+ X
1
2△SX

1
2






.

where 〈〈△X〉〉
X

1
2

is the unique solution H of the equation X
1
2 H + HX

1
2 = △X (see

Definition B.2.1 (a)). Using the matrices defined in (3.5), the symmetric Kronecker
product and the svec operator, DF 2

µ,W(X, y,S) can be rewritten as:





A 0 0
0 AT I

(X
1
2 S ⋆ I)(X

1
2 ⋆ I)−1 0 X

1
2 ⋆X

1
2









svec(△X)
△y

svec(△S)





Proposition 3.2.2 Let X ≻ 0,S ≻ 0 and X
1
2 S + SX

1
2 � 0. Then DF 2

µ,W(X, y,S) is a
nonsingular linear map.

Proof. Assume X ≻ 0,S ≻ 0, X
1
2 S + SX

1
2 � 0 and





A 0 0
0 AT I

(X
1
2 S ⋆ I)(X

1
2 ⋆ I)−1 0 X

1
2 ⋆X

1
2









svec(△X)
△y

svec(△S)



 =





0
0
0



 . (3.9)

We will show that




svec(△X)
△y

svec(△S)



 =





0
0
0



 .

By Lemma 2.1.1 we have that

svec(△X)T svec(△S) = 0. (3.10)

From the third equation it follows

svec(△S) = −(X
1
2 ⋆X

1
2 )−1(X

1
2S ⋆ I)(X

1
2 ⋆ I)−1svec(△X). (3.11)

The equalities (3.10), (3.11) imply

svec(△X)T (X
1
2 ⋆X

1
2 )−1(X

1
2 S ⋆ I)(X

1
2 ⋆ I)−1svec(△X) = 0.
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It remains to show that, under the given assumptions, the matrix

(X
1
2 ⋆X

1
2 )−1(X

1
2S ⋆ I)(X

1
2 ⋆ I)−1

is positive definite, or equivalently that the matrix

(X
1
2 ⋆ I)(X− 1

2 ⋆X− 1
2 )(X

1
2 S ⋆ I)

is positive definite. Using the properties of the symmetric Kronecker product4 we obtain

(X
1
2 ⋆ I)(X− 1

2 ⋆X− 1
2 )(X

1
2S ⋆ I) = (I ⋆X− 1

2 )(X
1
2S ⋆ I) =

1

2
(X

1
2 S ⋆X− 1

2 + I ⋆ S).

The matrix I ⋆S is positive definite and hence we only have to show that X
1
2 S ⋆X− 1

2 is
positive semidefinite. Let V ∈ Sn be arbitrary. Then

2svec(V)T (X
1
2S ⋆X− 1

2 )svec(V) = V • [X
1
2SVX− 1

2 + X− 1
2VSX

1
2 ] =

= tr(VX− 1
2VSX

1
2 + VX

1
2 SVX− 1

2 ) =

= tr(X− 1
4VSX

1
2VX− 1

4 + X− 1
4VX

1
2 SVX− 1

4 ) = tr(X− 1
4V(SX

1
2 + X

1
2S)VX− 1

4 ) ≥ 0

and hence the proposition is proved.

2

Note. The proposition above defines a set of matrices X and S for which
DF 2

µ,W(X, y,S) is a nonsingular map, however, it seems not to be possible to
determine the set of suitable weights (which relates to the third equation in (3.1)) from

the condition SX
1
2 + X

1
2 S � 0. Such a set can be found using the statement of the

following lemma.

The following lemma is a consequence of Lemma 2.3 of [49]. Because of sake of the
completeness of the explanation, the proof of this result is included in all details.

Lemma 3.2.1 Let X ≻ 0, S ≻ 0 and γ ∈ (0, 1√
2
). If there exists µ > 0 such that

‖X 1
2SX

1
2 − µI‖2 ≤ γµ, then for U,△X,△S ∈ Sn the following implication holds:

△X • △S = 0,

USX
1
2 + X

1
2SU + X

1
2△SX

1
2 = 0,

UX
1
2 + X

1
2U = △X











⇒ U = △X = △S = 0. (3.12)

4see Appendix A.4
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Proof. Assume X ≻ 0, S ≻ 0, γ ∈ (0, 1√
2
) and

△X • △S = 0,

USX
1
2 + X

1
2SU + X

1
2△SX

1
2 = 0,

UX
1
2 + X

1
2U = △X











(3.13)

If we multiply the third equation in (3.13) from the left and from the right by X− 1
2 , we

obtain
X− 1

2U + UX− 1
2 = X− 1

2△XX− 1
2

and hence, according to Proposition A.2.9,

‖UX− 1
2‖F ≤ ‖X− 1

2△XX− 1
2 ‖F√

2
. (3.14)

Obviously, for any µ > 0

µ(X− 1
2△XX− 1

2 − X− 1
2 U− UX− 1

2 ) = 0,

and therefore, using the second equality in (3.13), we obtain

µ(X− 1
2△XX− 1

2 −X− 1
2 U −UX− 1

2 ) + USX
1
2 + X

1
2 SU + X

1
2△SX

1
2 = 0,

which can be rewritten as

µX− 1
2△XX− 1

2 + X
1
2△SX

1
2 = UX− 1

2 (µI − X
1
2 SX

1
2 ) + (µI − X

1
2SX

1
2 )X− 1

2 U. (3.15)

Since
µX− 1

2△XX− 1
2 • X

1
2△SX

1
2 = µ△X • △S = 0,

we have that

‖µX− 1
2△XX− 1

2‖2
F ≤ ‖µX− 1

2△XX− 1
2 ‖2

F + ‖X 1
2△SX

1
2‖2

F =

= ‖µX− 1
2△XX− 1

2 + X
1
2△SX

1
2 ‖2

F . (3.16)

From (3.15), properties of matrix norm (see Proposition A.2.7) and (3.14) we obtain
that

‖µX− 1
2△XX− 1

2 + X
1
2△SX

1
2‖F = ‖UX− 1

2 (µI− X
1
2SX

1
2 ) + (µI −X

1
2 SX

1
2 )X− 1

2 U‖F ≤

≤ 2‖UX− 1
2 (µI −X

1
2SX

1
2 )‖F ≤ 2‖‖UX− 1

2 ‖F ‖µI − X
1
2SX

1
2 ‖2 ≤
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√
2‖X− 1

2△XX− 1
2 ‖F ‖µI − X

1
2SX

1
2 ‖2.

This inequality, together with (3.16) implies

µ‖X− 1
2△XX− 1

2 ‖F ≤
√

2‖X− 1
2△XX− 1

2 ‖F ‖µI − X
1
2SX

1
2 ‖2

and hence

(µ−
√

2‖µI − X
1
2 SX

1
2‖2)‖X− 1

2△XX− 1
2 ‖F ≤ 0.

From the assumptions of the lemma it follows that µ −
√

2‖µI − X
1
2 SX

1
2‖2 > 0 and

therefore ‖X− 1
2△XX− 1

2 ‖F = 0. Since X− 1
2 ≻ 0, we have that △X = 0. Proposition

A.4.8 and (3.13) imply U = 0 and △S = 0.

2

Corollary 3.2.1 Let X ≻ 0, S ≻ 0. If there exists µ > 0 such that ‖X 1
2 SX

1
2 − µI‖2 <

µ√
2
, then (3.12) holds.

Proposition 3.2.3 Let X ≻ 0, S ≻ 0. If there exists µ > 0 such that

‖X 1
2 SX

1
2 − µI‖2 <

µ√
2
,

then DF 2
µ,W(X, y,S) is a nonsingular linear map.

Proof. Assume

A(△X) = 0
A∗(△y) + △S = 0

〈〈△X〉〉
X

1
2
SX

1
2 + X

1
2S 〈〈△X〉〉

X
1
2

+ X
1
2△SX

1
2 = 0

. (3.17)

We have to show that △X = 0, △S = 0 and △y = 0. The first two equations in (3.17)
imply △X•△S = 0. If we denote U = 〈〈△X〉〉

X
1
2
, using Corollary 3.2.1 we immediately

obtain △X = 0, △S = 0. Assumption (A1) implies △y = 0.

2
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3.2.3 Nonsingularity of DF 3
µ,W(X, y,S)

Recall that if X ≻ 0, S ≻ 0 then

DF 3
µ,W(X, y,S)[△X,△y,△S] =

=





A(△X)
A∗(△y) + △S

[[△X]]T
LX

SLX + LX
TS[[△X]]LX

+ LX
T△SLX





where [[△X]]LX
is the unique solution H ∈ Ln of the equation LXHT + HLX

T = △X
(see Definition B.2.1 (b)).

Proposition 3.2.4 If X ≻ 0,S ≻ 0 and LT
X
SLX ∈ Dn

++, then for U ∈ Ln and
△X,△S ∈ Sn the following implication holds:

△X • △S = 0,

UTSLX + LX
TSU + LX

T△SLX = 0,
LXUT + ULT

X
= △X







⇒ U = △X = △S = 0. (3.18)

Proof. Assume that X ≻ 0,S ≻ 0, LT
X
SLX ∈ Dn

++ and

△X • △S = 0,

UT SLX + LX
TSU + LX

T△SLX = 0,
LXUT + ULT

X
= △X

Since LX ∈ Ln
++, we can express

△S = −(LX
−TUS + SUL−1

X
)

and obtain

0 = −△X • △S = (LXUT + ULT
X) • (LX

−TUS + SUL−1
X

) =

2tr(UT SU) + 2tr[(LT
XSLX)(UL−1

X
)2].

From the assumptions and properties of triangular matrices5 we have that tr(UTSU) = 0
and therefore also U = 0,△X = 0,△S = 0.

2

5see Appendix A.5
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Note. It can be easily seen that the condition LT
X
SLX ∈ Dn

++ is equivalent to
XS ∈ Ln

++ (follows from Proposition A.5.3 (c),(j)).

The following lemma is a consequence of Lemma 2.4 of [50].

Lemma 3.2.2 Let X ≻ 0, S ≻ 0 and γ ∈ (0, 1√
2
). If there exists µ > 0 such that

‖LT
X
SLX − µI‖2 ≤ γµ, then (3.18) holds.

Proof. Assume X ≻ 0, S ≻ 0, γ ∈ (0, 1√
2
) and

△X • △S = 0,

UTSLX + LX
TSU + LX

T△SLX = 0,
LXUT + ULT

X
= △X







(3.19)

If we multiply the third equation in (3.19) by L−1
X

from the left by L−T
X

from the right,
we obtain

UT L−T
X

+ L−1
X

U = L−1
X

△XL−T
X

and hence, according to Proposition A.5.6

‖UT L−T
X

‖F ≤ ‖L−1
X

△XL−T
X

‖F√
2

. (3.20)

Obviously, for any µ > 0

µ(L−1
X

△XL−T
X

− UTL−T
X

+ L−1
X

U) = 0,

and therefore, using the second equality in (3.19), we obtain

µ(L−1
X

△XL−T
X

− UTL−T
X

+ L−1
X

U) + UTSLX + LX
TSU + LX

T△SLX = 0

which can be rewritten as

µL−1
X

△XL−T
X

+ LX
T△SLX = UTL−T

X
(µI − LT

XSLX) + (µI − LT
XSLX)L−1

X
U. (3.21)

Since

µL−1
X

△XL−T
X

• LX
T△SLX = µ△X • △S = 0,

we have that

‖µL−1
X

△XL−T
X

‖2
F ≤ ‖µL−1

X
△XL−T

X
‖2

F + ‖LX
T△SLX‖2

F =
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= ‖µL−1
X

△XL−T
X

+ LX
T△SLX‖2

F . (3.22)

From (3.21), properties of matrix norm (see Proposition A.2.7) and (3.20) we obtain
that

‖µL−1
X

△XL−T
X

+ LX
T△SLX‖F = ‖UT L−T

X
(µI − LT

XSLX) + (µI − LT
XSLX)L−1

X
U‖F ≤

≤ 2‖UT L−T
X

(µI − LT
XSLX)‖F ≤ 2‖UT L−T

X
‖F ‖µI − LT

XSLX‖2 ≤
√

2‖L−1
X

△XL−T
X

‖F ‖µI − LT
XSLX‖2.

This inequality, together with (3.22), implies

µ‖L−1
X

△XL−T
X

‖F ≤
√

2‖L−1
X

△XL−T
X

‖F ‖µI − LT
XSLX‖2

and hence
(µ−

√
2‖µI − LT

XSLX‖2)‖L−1
X

△XL−T
X

‖F ≤ 0.

From the assumptions of the lemma it follows that µ −
√

2‖µI − LT
X
SLX‖2 > 0 and

therefore ‖L−1
X

△XL−T
X

‖F = 0. Since L−1
X

∈ Ln
++, we have that △X = 0. Proposition

A.5.5 and (3.19) imply U = 0 and △S = 0, respectively.

2

Corollary 3.2.2 Let X ≻ 0, S ≻ 0. If there exists µ > 0 such that ‖LT
X
SLX − µI‖2 <

µ√
2
, then (3.18) holds.

Proposition 3.2.5 Let X ≻ 0, S ≻ 0. If
(a) there exists µ > 0 such that ‖LT

X
SLX − µI‖2 <

µ√
2
,

or
(b) LX

TSLX ∈ Dn
++,

then DF 3
µ,W(X, y,S) is a nonsingular linear map.

Proof. Assume

A(△X) = 0
A∗(△y) + △S = 0

[[△X]]T
LX

SLX + LX
TS[[△X]]LX

+ LX
T△SLX = 0

(3.23)

We have to show that △X = 0, △S = 0 and △y = 0. The first two equations in (3.23)
imply △X • △S = 0. If we denote U = [[△X]]LX

, using Corollary 3.2.2 in the case (a),
and using Proposition 3.2.4 in the case (b), we immediately obtain △X = 0, △S = 0.
Assumption (A1) implies △y = 0.

2
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3.2.4 Nonsingularity of DF 4
µ,W(X, y,S)

Recall that if X ≻ 0, S ≻ 0, then

DF 4
µ,W(X, y,S)[△X,△y,△S] =

=







A(△X)

Ã(△y) + △S

〈〈△X〉〉
X

1
2
S

1
2 + S

1
2 〈〈△X〉〉

X
1
2

+ 〈〈△S〉〉
S

1
2
X

1
2 + X

1
2 〈〈△S〉〉

S
1
2






.

where 〈〈△X〉〉
X

1
2

is the unique solution H of the equation X
1
2H + HX

1
2 = △X and

〈〈△S〉〉
S

1
2

is the unique solution H of the equation S
1
2H + HS

1
2 = △S (see Definition

B.2.1 (a)).
The following lemma is a consequence of Proposition 4 of [51]. As in the case of

Lemma 3.2.2 the whole proof is included.

Lemma 3.2.3 Let X ≻ 0, S ≻ 0 and γ ∈ (0, 1
3
√

2
) be given. If there exists µ > 0

such that ‖(X 1
2S

1
2 + S

1
2X

1
2 )/2− µI‖F ≤ γµ, then for U,V,△X,△S ∈ Sn the following

implication holds:

△X • △S = 0

VX
1
2 + X

1
2V + SX

1
2 + S

1
2U = 0

UX
1
2 + X

1
2 U = △X

VS
1
2 + S

1
2 V = △S



















⇒ U = V = △X = △S = 0. (3.24)

Proof. If we multiply the third equation in (3.24) from the left and right by X− 1
2

and the last equation in (3.24) from the left and right by S− 1
2 , we obtain

X− 1
2 U + UX− 1

2 = X− 1
2△XX− 1

2 and S− 1
2 V + VS− 1

2 = S− 1
2△SS− 1

2 .

From Proposition A.2.9 we have that

‖X− 1
2 U‖F ≤ ‖X− 1

2△XX− 1
2‖F√

2
and ‖S− 1

2V‖F ≤ ‖S− 1
2△SS− 1

2 ‖F√
2

(3.25)

Denote
△X = X− 1

2△XS
1
2 and △S = X

1
2△SS− 1

2 .

Obviously
△X = 0 ⇔ △X = 0, and △S = 0 ⇔ △S = 0
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and
△X • △S = tr[(X− 1

2△XS
1
2 )(S− 1

2△SS
1
2 )] =

= tr[X− 1
2△X△SS

1
2 ] = tr[△X△S] = 0. (3.26)

By multiplying the third equation in (3.24) by X− 1
2 from the left and by S

1
2 from the

right and by multiplying the fourth equation in (3.24) by S− 1
2 from the right and by X

1
2

from the left we obtain that

X− 1
2△XS

1
2 = X− 1

2UX
1
2S

1
2 + US

1
2 X

1
2△SS− 1

2 = X
1
2V + X

1
2 S

1
2VS− 1

2 .

From this it follows

△X + △S = X− 1
2UX

1
2S

1
2 + US

1
2 + X

1
2 V + X

1
2 S

1
2VS− 1

2 = (3.27)

= X− 1
2UX

1
2S

1
2 − S

1
2 U− VX

1
2 + X

1
2S

1
2VS− 1

2 =

= X− 1
2 UX

1
2 S

1
2 − S

1
2 (X

1
2X− 1

2 )U −V(S− 1
2 S

1
2 )X

1
2 + X

1
2 S

1
2 VS− 1

2 =

(we add zero in the form µ(X− 1
2U − X− 1

2U + VS− 1
2 −VS− 1

2 ), where µ > 0)

= X− 1
2 UX

1
2 S

1
2 − µX− 1

2 U + µX− 1
2 U− S

1
2 X

1
2X− 1

2 U−

−VS− 1
2S

1
2X

1
2 + µVS− 1

2 − µVS− 1
2 + X

1
2S

1
2 VS− 1

2

= X− 1
2U(X

1
2 S

1
2 −µI)+ (µI−S

1
2 X

1
2 )X− 1

2U+VS− 1
2 (µI−S

1
2 X

1
2 )+ (X

1
2 S

1
2 −µI)VS− 1

2 .

Proposition A.2.12 implies that if ‖(X 1
2 S

1
2 + S

1
2X

1
2 )/2 − µI‖F ≤ γµ, then

‖X 1
2 S

1
2 − µI‖F ≤

√
2γµ (3.28)

and

‖X− 1
2S− 1

2 ‖2 ≤ 1

(1 −
√

2γ)µ
. (3.29)

From (3.26) it follows

‖△X + △S‖2
F = ‖△X‖2

F + 2△X • △S + ‖△S‖2
F = ‖△X‖2

F + ‖△S‖2
F

and hence from (3.27) we have

(‖△X‖2
F + ‖△S‖2

F )
1
2 =

= ‖X− 1
2 U(X

1
2S

1
2−µI)+(µI−S

1
2X

1
2 )X− 1

2U+VS− 1
2 (µI−S

1
2X

1
2 )+(X

1
2 S

1
2−µI)VS− 1

2‖F ≤
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(from properties of matrix norm)

≤ 2‖X 1
2S

1
2 − µI‖F (‖VS− 1

2 ‖F + ‖X− 1
2 U‖F ) ≤

(using (3.28))

≤ 2
√

2γµ(‖S− 1
2V‖F + ‖X− 1

2 U‖F ) ≤
(using (3.25))

≤ 2γµ(‖X− 1
2△XX− 1

2‖F + ‖S− 1
2△SS− 1

2 ‖F ) =

= 2γµ(‖(X− 1
2△XS

1
2 )(S− 1

2X− 1
2 )‖F + ‖(S− 1

2 X− 1
2 )(X

1
2△SS− 1

2 )‖F ) ≤
(from statement (b) of Proposition A.2.7)

≤ 2γµ‖S− 1
2 X− 1

2‖2((‖△X‖F + ‖△S‖F ) ≤
(using (3.29) and the inequality: if a ≥ 0, b ≥ 0, then a+ b ≤

√
2(a2 + b2)

1
2 )

≤ 2
√

2γ

1 −
√

2γ
(‖△X‖2

F + ‖△S‖2
F )

1
2

Since 2
√

2γ

1−
√

2γ
< 1, it holds (‖△X‖2

F + ‖△S‖2
F )

1
2 = 0 and therefore also △X = △S = 0.

2

Corollary 3.2.3 Let X ≻ 0, S ≻ 0. If there exists µ > 0 such that

‖(X 1
2 S

1
2 + S

1
2 X

1
2 )/2 − µI‖F <

1

3
√

2
µ,

then (3.24) holds.

Proposition 3.2.6 Let X ≻ 0, S ≻ 0. If there exists µ > 0 such that

‖(X 1
2 S

1
2 + S

1
2 X

1
2 )/2 − µI‖F <

1

3
√

2
µ,

then DF 4
µ,W(X, y,S) is a nonsingular linear map.

Proof. Assume

A(△X) = 0

Ã(△y) + △S = 0

〈〈△X〉〉
X

1
2
S

1
2 + S

1
2 〈〈△X〉〉

X
1
2

+ 〈〈△S〉〉
S

1
2
X

1
2 + X

1
2 〈〈△S〉〉

S
1
2

= 0.

(3.30)

We have to show that △X = 0, △S = 0 and △y = 0. The first two equations in (3.30)
imply △X •△S = 0. If we denote U = 〈〈△X〉〉

X
1
2
, and V = 〈〈△S〉〉

S
1
2
, using Corollary

3.2.3 we immediately obtain △X = 0, △S = 0. Assumption (A1) implies △y = 0.

2
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3.2.5 Nonsingularity of DF 5
µ,W(X, y,S)

Recall that if X ≻ 0, S ≻ 0, then

DF 5
µ,W(X, y,S)[△X,△y,△S] =

=





A(△X)

Ã(△y) + △S

[[△X]]T
LX

US + US
T [[△X]]LX

+ [[△S]]T
US

LX + LX
T [[△S]]US



 .

where [[△X]]LX
is the unique solution H of the equation LXHT + HLX

T = △X and
[[△S]]US

is the unique solution H of the equation USH
T + HUS

T = △S.
The following lemma is a consequence of Proposition 5 of [51].

Lemma 3.2.4 Let X ≻ 0, S ≻ 0 and γ ∈ (0, 1
3
√

2
) be given. If there exists µ > 0 such

that ‖(US
TLX + LX

TUS)/2 − µI‖F ≤ γµ, then for L ∈ Ln,U ∈ Un and △X,△S ∈ Sn

the following implication holds:

△X • △S = 0

LTUS + US
TL + UTLX + LX

TU = 0

LXLT + LLX
T = △X

USU
T + UUS

T = △S















⇒ U = L = △X = △S = 0. (3.31)

Proof. If we multiply the third equation in (3.31) from the left by LX
−1 and from

the right by LX
−T and the last equation in (3.31) from the left US

−1 and from the right
by US

−1, we obtain

LTLX
−T + LX

−1L = LX
−1△XLX

−T and UT US
−T + US

−1U = US
−1△SUS

−T .

From Proposition A.5.6 we have that

‖LTLX
−T ‖F = ‖LX

−1L‖F ≤ ‖LX
−1△XLX

−T ‖F√
2

‖UT US
−T ‖F = ‖US

−1U‖F ≤ ‖US
−1△SUS

−T ‖F√
2







. (3.32)

Denote
△X = US

T△XLX
−T and △S = US

−1△SLX

Obviously,
△X = 0 ⇔ △X = 0, and △S = 0 ⇔ △S = 0.

Hence
△X • △S = tr[(X− 1

2△XS
1
2 )(S− 1

2△SS
1
2 )] =
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= tr[X− 1
2△X△SS

1
2 ] = tr[△X△S] = 0. (3.33)

By multiplying the third equation in (3.31) by US
T from the left and by LX

−T from
the right and by multiplying the fourth equation in (3.31) by LX a from the right and
by US

−1 from the left we obtain that

△X = US
T (LXLT + LLX

T )LX
−T = US

TLXLTLX
−T + US

T L,

△S = US
−1(USU

T + UUS
T )LX = UT LX + US

−1UUS
TLX.

From this it follows

△X + △S = US
TLXLTLX

−T + US
TL + UTLX + US

−1UUS
TLX = (3.34)

= US
TLXLTLX

−T − LTUS − LX
TU + US

−1UUS
TLX =

= US
TLXLTLX

−T − LT (LX
−TLX

T )US − LX
T (USUS

−1)U + US
−1UUS

TLX =

(we add zero in the form µ(LTLX
−T − LTLX

−T + US
−1U − US

−1U), where µ > 0)

= US
TLXLTLX

−T − µLTLX
−T + µLTLX

−T − LTLX
−TLX

TUS−

−LX
TUSUS

−1U + µUS
−1U− µUS

−1U + US
−1UUS

TLX

= (US
TLX − µI)LTLX

−T + LTLX
−T (µI − LX

TUS)+

(µI − LX
TUS)US

−1U + US
−1U(US

TLX − µI).

From (3.33) it follows

‖△X + △S‖2
F = ‖△X‖2

F + 2△X • △S + ‖△S‖2
F = ‖△X‖2

F + ‖△S‖2
F

and hence from (3.34) we have

(‖△X‖2
F + ‖△S‖2

F )
1
2 =

= ‖(US
TLX − µI)LTLX

−T + LTLX
−T (µI − LX

T US)+

(µI − LX
TUS)US

−1U + US
−1U(US

T LX − µI)‖F ≤
(from properties of matrix norm)

≤ 2‖US
TLX − µI‖F (‖LT LX

−T ‖F + ‖US
−1U‖F ) ≤

(by applying the statement (a) of Proposition A.2.12)

≤ 2
√

2γµ(‖LT LX
−T ‖F + ‖US

−1U‖F ) ≤
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(by using (3.25))

≤ 2γµ(‖LX
−1△XLX

−T ‖F + ‖US
−1△SUS

−T ‖F ) =

= 2γµ(‖(LX
−1US

−T )(US
T△XLX

−T )‖F + ‖(US
−1△SLX)(LX

−1US
−T )‖F ) ≤

(from statement (b) of Proposition A.2.7)

≤ 2γµ‖LX
−1US

−T ‖2((‖△X‖F + ‖△S‖F ) ≤

(from statement (b) of Proposition A.2.12 and from the inequality: if a ≥ 0, b ≥ 0, then

a+ b ≤
√

2(a2 + b2)
1
2 )

≤ 2
√

2γ

1 −
√

2γ
(‖△X‖2

F + ‖△S‖2
F )

1
2

Since 2
√

2γ

1−
√

2γ
< 1, it holds (‖△X‖2

F + ‖△S‖2
F )

1
2 = 0 and therefore also △X = △S = 0.

2

Corollary 3.2.4 Let X ≻ 0, S ≻ 0. If there exists µ > 0 such that

‖(US
TLX + LX

TUS)/2 − µI‖F ≤ 1

3
√

2
µ,

then (3.31) holds.

Proposition 3.2.7 Let X ≻ 0, S ≻ 0. If there exists µ > 0 such that

‖(US
TLX + LX

TUS)/2 − µI‖F ≤ 1

3
√

2
µ,

then DF 5
µ,W(X, y,S) is a nonsingular linear map.

Proof. Assume

A(△X) = 0

Ã(△y) + △S = 0

[[△X]]T
LX

US + US
T [[△X]]LX

+ [[△S]]T
US

LX + LX
T [[△S]]US

= 0.

(3.35)

We have to show that △X = 0, △S = 0 and △y = 0. The first two equations in (3.35)
imply △X • △S = 0. If we denote L = [[△X]]LX

, and U = [[△S]]US
, using Corollary

3.2.4 we immediately obtain △X = 0, △S = 0. Assumption (A1) implies △y = 0.

2
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3.3 Sets of suitable weights

In this section the results of the previous section will be used for a definition of sets of
suitable weights for particular type of symmetrization. First define a set Mε as follows.

For ε > 0 denote

Mε = { W ∈ Sn
++;∃ν : ‖W − νI‖2 < εν}.

It can be easily seen that these sets are conic neighborhoods of the identity matrix I.
The following lemma provides a nice description of Mε.

Lemma 3.3.1 The set Mε is a convex cone. Moreover, if ε ∈ (0, 1) then

W ∈ Mε ⇔ κ(W) =
λmax(W)

λmin(W)
<

1 + ε

1 − ε
.

(Here κ(W) means the condition number of W.)

Proof. The proof that Mε is a convex cone is straightforward. We will prove the
second part of the lemma. Denote

λmax(W) = λ1(W) ≥ λ2(W) ≥ · · · ≥ λn(W) = λmin(W)

the eigenvalues of W. It holds that W ∈ Mε if and only if W ≻ 0 and there exists
ν > 0 such that

‖W − νI‖2 = max
i

|λi(W) − ν| < νε. (3.36)

The inequality (3.36) is equivalent to

(1 − ε)ν < λmin(W) ≤ λmax(W) < (1 + ε)ν. (3.37)

From this follows that
λmax(W)

λmin(W)
<

1 + ε

1 − ε
. (3.38)

Now assume (3.38). Then
λmax(W)

1 + ε
<
λmin

1 − ε

Therefore there exists ν > 0 such that

λmax(W)

1 + ε
< ν <

λmin

1 − ε

or, equivalently, ν > 0 such that (3.37) holds.
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2

Now, for any j = 1, . . . , 5 we are ready to define the set Wj of suitable weights in
the following way:

- W1 = Sn
++

- W2 = { W ∈ Sn
++;∃ν : ‖W − νI‖2 <

ν√
2
}

- W3 = { W ∈ Sn
++;∃ν : ‖W − νI‖2 <

ν√
2
} or W3 = Dn

++

- W4 = { W ∈ Sn
++;∃ν : ‖W − νI‖F < ν

3
√

2
}

- W5 = { W ∈ Sn
++;∃ν : ‖W − νI‖F < ν

3
√

2
}

Note. Obviously, we can write W2 = W3 = M 1
√

2
. However, Proposition A.2.7 (a)

implies, that we can also set W4 = W5 = M 1
3
√

2n

.

In the previous section we have actually proved the following theorem:

Theorem 3.3.1 Let X ≻ 0, S ≻ 0. Then for any j ∈ {1, . . . , 5}

Φj(X,S) ∈ Wj ⇒ DF j
µ,W(X, y,S) is a nonsingular linear map.

Proof. The statement of the theorem for j =, 1, 2, 3 follows from Proposition 3.2.1,
Proposition 3.2.3 and Proposition 3.2.5. The statement for j = 4, 5 follows from Propo-
sition 3.2.6 and Proposition 3.2.7.

2

Note. Let us remark that the nonsingularity of DF j
µ,W, (j = 2, 3, 4, 5) in the context

of nonlinear semidefinite complementarity problems was shown by Monteiro and Zanja-
como [51] on the sets Wj. The result for j = 2, 3 was improved by Tunçel and Wolkowicz
[72] to the set M√

3−1. Moreover, the result for j = 3 was extended by Chua and Tunçel
[9] to the more general class of sets MD, defined for any D = diag(d1, . . . dn) ∈ Dn

++ as

MD =

{

W ≻ 0;∃ν : ‖D− 1
2 WD− 1

2 − νI‖2 <

√

dmin

2dmax
ν

}

.
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3.4 Properties of symmetrization maps

All the symmetrization maps in (3.2) have some properties useful for proving the exis-
tence of the weighted paths. These are stated in the following lemmas.

Lemma 3.4.1 If X � 0,S � 0, then
a) X • S = tr(Φj(X,S)), j = 1, 2, 3;
b) X • S ≤ 2 tr(Φj(X,S)2), j = 4, 5.

Proof. The statement a) follows directly from the properties of the trace. We will
prove the statement b). From the assumptions of the lemma it follows that the matrices

X
1
2 S

1
2 and UT

S
LX have nonnegative eigenvalues. But for every square matrix A with

nonnegative eigenvalues it holds that

tr
(A + AT

2

)2
= tr

(A2 + AAT + ATA + (AT )2

4

)

= tr
(A2 + AAT

2

)

≥ tr
(AAT

2

)

.

The rest of the proof follows from the fact that

X • S = tr(X
1
2S

1
2 S

1
2 X

1
2 ) = tr(UT

SLXLT
XUT

S ).

2

Lemma 3.4.2 Let j ∈ {1, . . . , 5} be arbitrary. If X � 0, S � 0 and Φj(X,S) ≻ 0, then
X ≻ 0, S ≻ 0.

Proof. The statement for j=2,3 is obvious. If j=1, and X � 0 is singular, then
QTXQ = D = diag(d1, . . . , dk, 0, . . . , 0) for some orthogonal matrix Q and hence the
matrix

QT (XS + SX)Q = DQTSQ + QTSQD

is singular. However this contradicts the assumption. If j=4, the proof is the same. The
statement for j=5 follows from the fact that if X is singular, then there exists an index
i such that (LX)ii = 0. Then also (UT

S
LX + LT

X
US)ii = 0, but this contradicts the

assumption.

2

Lemma 3.4.3 Let ν > 0 and X ≻ 0, S ≻ 0. Then XS = νI if and only if
a) Φj(X,S) = νI, j = 1, 2, 3
b) Φj(X,S) =

√
νI, j = 4, 5.
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Proof. ⇒ The statement for j=1,2,3 is obvious. Consider j=4. The matrices X,S
commute and therefore are simultaneously diagonalizable, that is, there exists an or-
thogonal matrix Q such that X = QDXQT and S = QDSQ

T . Therefore

(XS)
1
2 = X

1
2S

1
2 =

√
νI = S

1
2X

1
2 = (SX)

1
2

Let j=5. The matrix L = UT
S
LX is lower triangular with positive diagonal entries. We

have that XS = νI if and only if UT
S
XUS = νI. On the other hand LLT = UT

S
XUS =

(
√
νI)(

√
νI) and therefore from the uniqueness of the Cholesky factor we obtain that

L = LT =
√
νI.

⇐ The statement is obvious for j=2,3. For j=1 assume that XS + SX = 2νI. For any
symmetric matrix A and positive diagonal matrix D we have that

(AD + DA)ij = (Dii + Djj)Aij = 0 ⇔ Aij = 0.

We have that X = QDQT for some orthogonal matrix Q and positive diagonal matrix
D and hence

XS + SX = QDQTS + SQDQT = 2νI ⇔ DQTSQ + QTSQDQT = 2νI.

Therefore QTSQ must be diagonal. We obtain that X, S are simultaneously diagonal-
izable and so they commute. The proof for j=4 is similar. Finally assume that j=5
and UT

S
LX + LT

X
UT

S
= 2νI. Because the matrix UT

S
LX is lower triangular, UT

S
LX =

LT
X
UT

S
=

√
νI. So we obtain UT

S
LXLT

X
UT

S
= UT

S
XUT

S
= νI that is equivalent to

XS = νI.

2

3.5 Boundedness of weighted paths

For µ > 0 and W ≻ 0 we will denote

(X(µ,W), y(µ,W),S(µ,W))

a solution of the system (3.1) (for some j ∈ {1, . . . , 5}). Obviously, the solution needs
not exist nor be unique. Nevertheless, we will prove in this section that the set of all
solutions for some µ and W is bounded. To this aim, besides Assumption (A1) and
Assumption (A3) will be needed the following:
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Assumption (A4): For any j ∈ {1, . . . , 5} let △b,△C be such that there exists
W0 ∈ Wj and µ0 > 0 such that the system (3.1) is solvable for W = W0 and µ = µ0.

In what follows, by W0 and µ0 we will denote the weight W0 ∈ Wj and µ0 > 0 from
Assumption (A4) for which the system (3.1) is solvable.

Let us remark that for j ∈ {1, . . . , 5} there always exist △b,△C such that they
satisfy Assumption (A4). In fact, we can choose a weight W0 ∈ Wj and µ0 > 0 and
pick up (X0, y0,S0) ∈ Sn

++ ×Rm × Sn
++ such that

Φj(X
0,S0) = φj(µ

0)W0.

Then if we let

△b =
A(X0) − b

φj(µ0)
, △C =

A∗(y0) + S0 − C

φj(µ0)
,

then (X0, y0,S0) is a solution of the system (3.1) for µ = µ0 and W = W0. On the
other hand, if Assumption (A2) holds, then △b = 0,△C = 0 satisfy Assumption (A4)
with W0 = I and any µ0 > 0, since the central path exists according to Corollary 2.2.1.

Lemma 3.5.1 Let O(W0) ⊂ Sn
++ be a bounded neighborhood of W0. Then the set

M = {(X(µ,W), y(µ,W),S(µ,W)) | 0 < µ ≤ µ0,W ∈ O(W0)}

is bounded.

Proof. Let (X0, y0,S0) be the solution of (3.1) for µ = µ0 and W = W0. Let 0 < µ ≤
µ0 and W ∈ O(W0) be arbitrary, such that there exist a solution (X(µ,W), y(µ,W),S(µ,W))
of the system (3.1). From Assumption (A3) we have that there exists (X∗, y∗,S∗) such
that:

Ai • X∗ = bi,
m
∑

i=1

Aiy∗i + S∗ = C, X∗ � 0, S∗ � 0, X∗S∗ = 0.

Define




X̂
ŷ

Ŝ



 =
µ

µ0





X0

y0

S0



+

(

1 − µ

µ0

)





X∗

y∗

S∗



 .

Clearly

Ai • X̂ =
µ

µ0
Ai • X0 +

(

1 − µ

µ0

)

Ai • X∗ = bi + µ△bi, ∀i = 1, . . . ,m,
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m
∑

i=1

Aiŷi + Ŝ =
µ

µ0

(

m
∑

i=1

Aiy0
i + S0

)

+

(

1 − µ

µ0

)

(

m
∑

i=1

Aiy0
i + S0

)

= C + µ△C

and hence

Ai • (X̂ − X(µ,W)) = 0,

m
∑

i=1

Ai(ŷi − (y(µ,W))i) + (Ŝ − S(µ,W)) = 0.

Therefore

(X̂ − Xµ,W) • (Ŝ − Sµ,W) = 0.

This gives

X̂ • S(µ,W) + X(µ,W) • Ŝ = X̂ • Ŝ + X(µ,W) • S(µ,W). (3.39)

We first observe that

X̂ • Ŝ =

(

µ

µ0

)2

X0 • S0 +

(

1 − µ

µ0

)2

X∗ • S∗ +
µ

µ0

(

1 − µ

µ0

)

(X0 • S∗ + S0 • X∗) =

=

(

µ

µ0

)2

X0 • S0 +
µ

µ0

(

1 − µ

µ0

)

(X0 • S∗ + S0 •X∗)

{

≤ µ0 tr(W
0) + (X0 • S∗ + S0 • X∗) j = 1, 2, 3,

≤ 2µ0tr((W
0)2) + (X0 • S∗ + S0 • X∗) j = 4, 5,

(3.40)

where the inequalities follow from Lemma 3.4.1. According to the same lemma we have

X(µ,W) • S(µ,W) = µ tr(W) ≤ β, j = 1, 2, 3,

X(µ,W) • S(µ,W) ≤ 2tr(W2) ≤ β, j = 4, 5
(3.41)

for some β > 0, since 0 < µ < µ0 a W ∈ O(W0), which is bounded. Finally, from
(3.39), (3.40), (3.41) we obtain that

X̂ • S(µ,W) + X(µ,W) • Ŝ ≤ γ

for some γ > 0 and hence the set

M1 =
{

(X(µ,W),S(µ,W))
∣

∣ µ ∈ (0, µ0〉, W ∈ O(W0)
}

is included in the simplex

{

(X,S) | X � 0, S � 0, X̂ • S + X • Ŝ ≤ γ
}
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which is bounded, since X̂ ≻ 0, Ŝ ≻ 0.
We will prove the boundedness of the set M. (This part of the proof is adapted from [47].)
Assume that there exists a sequence {(µk,Wk)} ∈ (0, µ0〉 × O(W0) and the associated
solutions

(Xk, yk,Sk) = (Xj

(µk ,Wk), y
j

(µk ,Wk)S
j

(µk ,Wk))

such that the sequence {(Xk,Sk)} is bounded (this follows from the first part of the
proof), however limk→∞ ‖yk‖ = ∞. Obviously, the sequence yk

‖yk‖ is bounded and there-

fore it has a convergent subsequence. Assume (without loss of generality) that

lim
k→∞

yk

‖yk‖
= △y,

where obviously
‖△y‖ = 1. (3.42)

We also have that

lim
k→∞

Ã(yk) + Sk

‖yk‖
= lim

k→∞
C + µk△C

‖yk‖
= 0.

This implies

lim
k→∞

Ã(yk) + Sk

‖yk‖
= lim

k→∞
Ã(

yk

‖yk‖
) + lim

k→∞
Sk

‖yk‖
= A(△y) = 0

and hence (from Assumption (A1)) △y = 0, which contradicts to (3.42).

2

3.6 Existence of weighted path

In this section we prove (under Assumption (A1), Assumption (A3) and Assumption
(A4)) that for any µ ∈ (0, µ0〉 and W ∈ Wj there exists a unique solution of (3.1) which
is necessary for correct definition of weighted path. We first prove the existence.

Let j ∈ {1, . . . , 5}. Consider the map

Gj : Sn ×Rm × Sn ×R× Sn → Rm × Sn × Sn

such that
Gj(X, y,S, µ,W) = F j

µ,W(X, y,S)

Obviously Gj(X
0, y0,S0, µ0,W

0) = 0. The following technique is called the analytic
continuation and was used by Preiss and Stoer to prove the existence of the weighted path
in linear complementarity problem associated with the symmetrization (XS + SX)/2
(see Lemma 3.5, Lemma 3.6, Lemma 3.7 in [58]).



3.6. EXISTENCE OF WEIGHTED PATH 51

Lemma 3.6.1 Let j ∈ {1, 2, . . . , 5}. Assume µ1 ∈ (0, µ0〉,W1 ∈ Wj and let

ψ : 〈0, 1〉 → (0, µ0〉 ×Wj, ψ(t) = (µt,W
t)

be a continuous path from ψ(0) = (µ0,W
0) to ψ(1) = (µ1,W

1). Then for all t ∈ 〈0, 1〉
the system

Gj(X, y,S, µt,W
t) = 0

has a locally unique solution (Xt, yt,St), where Xt ≻ 0,St ≻ 0. Moreover, there exists a
function

gj : R++ × Sn
++ → Sn

++ ×Rm × Sn
++,

which is defined and analytic on some neighborhood of ψ(t), satisfies gj(ψ(t)) = (Xt, yt,St)
and

Gj(gj(ψ(t)), ψ(t)) = 0.

Proof. For t ∈ 〈0, 1〉 consider the system

Gj(X, y,S, ψ(t)) = 0, X ≻ 0, S ≻ 0. (3.43)

The point (X0, y0,S0) is the solution of this system for t = 0. From Theorem 3.3.1 it
follows that the partial Fréchet derivative DGj(X, y,S, φ(t)) concerning the variables
(X, y,S) is nonsingular in (X0, y0,S0, φ(0)). From the implicit function theorem we
obtain that there exists an analytic function gj defined on some neighborhood of ψ(0) =
(µ0,W

0) such that
gj(ψ(0)) = gj(µ0,W

0) = (X0, y0,S0)

and
Gj(gj(ψ(t)), ψ(t)) = Gj(gj(µt,W

t), µt,W
t) = 0

on some neighborhood of t = 0. Actually, there is a maximal t̄ ∈ (0, 1〉 such that

gj(ψ(t)) = gj(µt,W
t) = (Xt, yt,St), ∀t ∈ 〈0, t̄).

That means (Xt, yt,St) is a locally unique solution of

F j
µt,Wt(X, y,S) = 0, ∀ t ∈ 〈0, t̄).

Moreover, from Lemma 3.4.2 we have that Xt ≻ 0,St ≻ 0. From the continuity of ψ it
follows that ψ(〈0, 1〉) is a compact subset of (0, µ0〉×Wj, therefore, according to Lemma
3.5.1 the set

{g(ψ(t)) = (Xt, yt,St), | t ∈ 〈0, t̄)}
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is bounded. Let tk ∈ 〈0, t̄) for k = 1, 2, . . . and limk→∞ tk = t̄. Then there exists a
sequence {tkj

}∞j=1 chosen from {tk}∞k=1 such that

lim
j→∞

gj(ψ(tkj
)) = (X̄, ȳ, S̄).

Because

Ai •X
tkj = bi + µtkj

△bi, i = 1, . . . ,m, X
tkj ≻ 0,

∑m
i=1 Aiy

tkj

i + S
tkj = C + µtkj

△C, S
tkj ≻ 0,

Ψj(X
tkj ,S

tkj ) = φj(µtkj
)W

tkj ,

by taking limit j → ∞ we obtain

Ai • X̄ = bi + µt̄△bi, i = 1, . . . ,m, X̄ � 0,
∑m

i=1 Aiȳi + S̄ = C + µt̄△C, S̄ � 0

Ψj(X̄, S̄) = φj(µt̄)W
t̄.

Applying Lemma 3.4.2 again we have that X̄, S̄ are positive definite. Therefore (X̄, ȳ, S̄)
is the solution of the system (3.43) for t = t̄. The partial Fréchet derivative

DGj(X, y,S, ψ(t))

concerning the variables (X, y,S) is nonsingular in (X̄, ȳ, S̄) and (X̄, ȳ, S̄) is locally
unique solution of the system

F j

µt̄,W
t̄(X, y,S) = 0.

By applying the implicit function theorem again and from the maximality of t̄ we obtain
that t̄ = 1.

2

Corollary 3.6.1 For any µ ∈ (0, µ0〉 and W ∈ Wj there exists a solution of (3.1).

Proof. It suffices to prove that having W ∈ Wj and µ ∈ (0, µ0〉 one can find a
continuous path from (µ0,W

0) to (µ,W). However, we can define

ψ(t) = (tµ+ (1 − t)µ0, tW + (1 − t)W0).

Obviously tµ + (1 − t)µ0 ∈ (0, µ0〉 for all t ∈ 〈0, 1〉 and since Wj is convex, tW + (1 −
t)W0 ∈ Wj .
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2

Having the existence result stated in Corollary 3.5.1 we turn our attention to the
uniqueness of the solutions. As a consequence of Lemma 3.6.1 we obtain the following
result that will be useful later.

Corollary 3.6.2 For all t ∈ 〈0, 1〉 the function g(ψ(t)) from Lemma 3.6.1 is uniquely
determined by the path ψ and the starting value g(ψ(0)).

First, we prove the uniqueness of (3.1) for a special choice of the weight matrix
W = I. This result will be used then in the proof of Lemma 3.6.3.

Lemma 3.6.2 Let j ∈ {1, 2, . . . , 5} be arbitrary. If the system

A(X) = b+ µ△b, X ≻ 0,
A∗(y) + S = C + µ△C, S ≻ 0,

Φj(X,S) = φj(µ)I







(3.44)

has a solution for some µ > 0, then this solution is unique.

Proof. Suppose there are two solutions (X1, y1,S1), (X2, y2,S2) of the system (3.44).
Let (△X,△y,△S) = (X1, y1,S1) − (X2, y2,S2). Then A(△X) = 0, Ã(△y) + △S = 0
and hence △X • △S = 0. Lemma 3.4.3 states that

Φj(Xi,Si) = φj(µ)I ⇔ XiSi = µI, i = 1, 2.

Therefore

µI = X1S1 = (X2 + △X)(S2 + △S) = X2S2 + X2△S + △XS2 + △X△S,

µI = X2S2 = (X1 −△X)(S1 −△S) = X1S1 − X1△S−△XS1 + △X△S

and by subtracting the equations above we obtain that

(X1 + X2)△S + △X(S1 + S2) = 0.

We can express △S as

△S = −(X1 + X2)
−1△X(S1 + S2) (3.45)

and hence

0 = △X • △S = tr(△X△S) = −tr(△X(X1 + X2)
−1△X(S1 + S2)) =
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= −tr((S1 + S2)
1
2△X(X1 + X2)

−1△X(S1 + S2)
1
2 ).

The trace of the positive semidefinite matrix is zero if and only if it is the zero matrix.
That’s why △X = 0 and from (3.45) also △S = 0. Finally, Assumption (A1) gives
△y = 0.

2

We now prove the uniqueness for the general positive definite weight matrix W.

Lemma 3.6.3 If the system

A(X) = b+ µ△b, X ≻ 0,
A∗(y) + S = C + µ△C, S ≻ 0,

Φj(X,S) = φj(µ)W







(3.46)

has a solution for some µ > 0, then this solution is unique.

Proof. Let µ > 0 and suppose there are two solutions (X1, y1,S1), (X2, y2,S2).
Consider the line connecting (µ,W) with (µ, I), i.e.

ψ : 〈0, 1〉 → R++ ×Wj, ψ(t) = (µ, tI + (1 − t)W).

Lemma 3.6.1 states that there exist analytic continuations from (X1, y1,S1) and (X2, y2,S2)
along ψ to the solution of the system (3.44), which is unique (Lemma 3.6.2). Denote
this solution (XI , yI ,SI). The analytic continuation from (XI , yI ,SI) along the inverse
path φ−1(t) = φ(1 − t) leads to both (X1, y1,S1) and (X2, y2,S2). The uniqueness of
the analytic continuation (Corollary 3.6.2) implies (X1, y1,S1) = (X2, y2,S2).

2

Now, we can formulate the main result of this chapter, which is a simple consequence
of Corollary 3.6.1 and Lemma 3.6.3. Let us recall that it was proved under Assumptions
(A1), (A3), (A4).

Theorem 3.6.1 Let j ∈ {1, 2, . . . , 5}. Then for any µ ∈ (0, µ0〉 and W ∈ Wj there
exists unique solution of the system (3.1).

As it was mentioned above, under Assumption (A2) the choice △b = 0,△C = 0
satisfies Assumption (A4). Hence we obtain the following corollary of Theorem 3.6.1.
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Corollary 3.6.3 Consider Assumptions (A1) and (A2) and let j ∈ {1, 2, . . . , 5}. Then
for any µ > 0 and W ∈ Wj there exists unique solution of the system

A(X) = b, X ≻ 0,
A∗(y) + S = C, S ≻ 0,

Φj(X,S) = φj(µ)W.







(3.47)

Definition 3.6.1 (a) Assume (A1), (A3), (A4). Let j ∈ {1, 2, . . . , 5} and W ∈ Wj .
Then the infeasible weighted central path (with the weight W) is defined as the set

{ (X(µ), y(µ),S(µ)) |µ ∈ (0, µ0〉}

of the solutions of the system (3.1), or alternatively as the map

fIWP : (0, µ0〉 → Sn ×Rm × Sn, µ 7→ (X(µ), y(µ),S(µ)).

(b) Assume (A1) and (A2). Let j ∈ {1, 2, . . . , 5} and W ∈ Wj. Then the feasible
weighted central path (with the weight W) is defined as the set

{ (X(µ), y(µ),S(µ)) |µ > 0}

of the solutions of the system (3.47), or alternatively as the map

fFWP : R++ → Sn ×Rm × Sn, µ 7→ (X(µ), y(µ),S(µ)).

The following proposition follows directly from Definition 3.6.1 and the analyticity
of the systems (3.1) and (3.47) for µ > 0.

Proposition 3.6.1 The (infeasible/feasible) weighted central path is an analytic func-
tion for µ > 0.
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Chapter 4

Limiting behavior of weighted
paths

In the previous chapter the existence of the (infeasible) weighted paths was shown, that
were associated with various symmetrization maps (see (3.2)) and defined as the sets

{ (X(µ), y(µ),S(µ)) |µ ∈ (0, µ0〉} (4.1)

of the solutions of the system (3.1) for some fixed weight W ∈ Wj , where µ0 is given by
Assumption (A4) (see Definition 3.6.1).
Recall, that the existence was shown under Assumptions (A1), (A3), (A4). In what
follows the assumption (A3) will be replaced with a stronger assumption:

Assumption (A5): There exists a strictly complementary optimal solution of the
system (2.3).

This assumption is restrictive, though it is necessary for an analysis of the limiting
behavior of the paths (see e.g. [25], [41], [42], [59], [7], [8]). Therefore, from now we will
suppose that Assumption (A1), Assumption (A4) and Assumption (A5) hold.

Let (X∗, y∗,S∗) be a strictly complementary optimal solution (see Definition 2.1.1).
Since X∗S∗ = 0, the matrices X∗,S∗ commute and therefore there exists an orthogonal
matrix Q such that the matrices QX∗QT , QS∗QT are diagonal (see Theorem A.1.2).
Therefore, without loss of generality (applying an orthogonal transformation on the data,
if necessary), we may assume, that

X∗ =

(

Λ∗
B 0
0 0

)

, S∗ =

(

0 0
0 Λ∗

N

)

,

57
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where Λ∗
B = diag(λ∗1, . . . , λ

∗
|B|) ≻ 0, Λ∗

N = diag(λ∗|B|+1, . . . , λ
∗
n) ≻ 0.

Let (X̂, ŷ, Ŝ) be an another (not necessary strictly complementary) optimal solution of
the system (2.3). Assume that (X̂, Ŝ) is partitioned in the following way:

X̂ =

(

X̂B X̂V

X̂T
V X̂N

)

, Ŝ =

(

ŜB ŜV

ŜT
V ŜN

)

,

From the complementarity property it follows, that

0 = X∗Ŝ =

(

Λ∗
B 0
0 0

)(

ŜB ŜV

ŜT
V ŜN

)

=

(

Λ∗
BŜB Λ∗

BŜV

0 0

)

=

(

0 0
0 0

)

.

Since Λ∗
B ≻ 0, we have that ŜB = 0, ŜV = 0. In the similar way it can be shown, that

X̂N = 0, X̂V = 0. Therefore any optimal solution pair (X̂, Ŝ) is in the form

X̂ =

(

X̂B 0
0 0

)

, Ŝ =

(

0 0

0 ŜN

)

,

where X̂B � 0, ŜN � 0.

In what follows, we will assume, that any square symmetric matrix M ∈ Sn has the
partition

M =

(

MB MV

MT
V MN

)

. (4.2)

Lemma 4.0.4 Let M,N ∈ Sn. Then

M • N = MB •NB + 2MV •NV + MN • NN .

4.1 Asymptotic behavior of weighted paths

In this section we will study the asymptotic behavior of the blocks XB(µ), SB(µ), XV (µ),
SV (µ), XN (µ), SN (µ) of the matrices X(µ),S(µ) for µ→ 0. These results are obtained
by extending the technique of Preiss and Stoer [59]1 to all types of weighted paths. For
the definition of the O, Θ and o notation see Appendix C.

1These authors studied the asymptotic behavior of the paths associated with the symmetrization
(XS + SX)/2. Their results are included here in order to obtain a complete view on the asymptotic
behavior of all types of weighted paths.
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4.1.1 Asymptotic properties in O-notation

Proposition 4.1.1 Let j ∈ {1, . . . , 5}. Then for µ ∈ (0, µ0〉 sufficiently small it holds

X(µ) = O(1), y(µ) = O(1), S(µ) = O(1).

Proof. The statement follows from Lemma 3.5.1 (boundedness of the weighted path).

2

Proposition 4.1.2 Let j ∈ {1, . . . , 5}. Then for µ ∈ (0, µ0〉 sufficiently small it holds

XB(µ) = O(1), SB(µ) = O(µ),
XV (µ) = O(

√
µ), SV (µ) = O(

√
µ),

XN (µ) = O(µ), SN (µ) = O(1).

Proof. Let (X∗,S∗) be the strictly complementary optimal solution given by assump-
tion (A5). Define

X̄ =
µ

µ0
X(µ0) +

(

1 − µ

µ0

)

X∗, (4.3)

S̄ =
µ

µ0
S(µ0) +

(

1 − µ

µ0

)

S∗. (4.4)

It can be easily seen, that

(X̄− X(µ)) • (S̄− S(µ)) = 0

and hence

X̄ • S(µ) + X(µ) • S̄ = X̄ • S̄ + X(µ) • S(µ). (4.5)

By inserting (4.3), (4.4) into (4.5) we obtain

(

1 − µ

µ0

)

[X∗ • S(µ) + X(µ) • S∗] +
µ

µ0
[X(µ0) • S(µ) + X(µ) • S(µ0)] =

=
( µ

µ0

)2
X(µ0) • S(µ0) +

µ

µ0

(

1 − µ

µ0

)

[X∗ • S(µ0) + X(µ0) • S∗] + X(µ) • S(µ) (4.6)

By multiplying the equation (4.6) by µ0

µ
, we obtain

(µ0 − µ

µ

)

[X∗ • S(µ) + X(µ) • S∗] + [X(µ0) • S(µ) + X(µ) • S(µ0)] =
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=
µ

µ0
X(µ0) • S(µ0) +

µ0 − µ

µ0
[X∗ • S(µ0) + X(µ0) • S∗] +

µ0

µ
X(µ) • S(µ). (4.7)

Obviously µ
µ0

≤ 1, µ0−µ
µ0

≤ 1 and from the equality

Φj(X(µ),S(µ)) = φj(µ)W

and Lemma 3.4.1 it follows, that

µ0

µ
X(µ) • S(µ) =

µ0

µ
tr(µW) = µ0trW,

for j = 1, 2, 3, and

µ0

µ
X(µ) • S(µ) ≤ µ0

µ
2tr(µW2) = 2µ0trW

2

for j = 4, 5. Therefore there exists a constant C > 0 such that
(µ0 − µ

µ

)

[X∗ • S(µ) + X(µ) • S∗] + [X(µ0) • S(µ) + X(µ) • S(µ0)] ≤ C.

The both addends on the left hand side are nonnegative and therefore
(µ0 − µ

µ

)

[X∗ • S(µ) + X(µ) • S∗] ≤ C.

Let ε ∈ (0, µ0). Then for µ ∈ (0, µ0 − ε〉 it holds

[X∗ • S(µ) + X(µ) • S∗] ≤ Cµ

µ0 − µ
≤ Cµ

ε

and hence, for sufficiently small µ

|B|
∑

i=1

λ∗i Sii(µ) +

n
∑

i=|B|+1

λ∗i Xii(µ) = O(µ).

Because λ∗i > 0 ∀i = 1, . . . n, we have

Sii(µ) = O(µ), ∀i = 1, . . . |B|, Xii(µ) = O(µ), ∀i = |B| + 1, . . . n,

and therefore
tr(SB(µ)) = O(µ) tr(XN (µ)) = O(µ).

Proposition C.2.2 implies SB(µ) = O(µ) and XN (µ) = O(µ). From Proposition A.3.3 it
follows, that there exists C1 > 0 such that

‖XV (µ)‖2
F ≤ tr(XB(µ))tr(XN (µ)) ≤ C1µ.

Therefore XV (µ) = O(
√
µ). It can be similarly shown that SV (µ) = O(

√
µ).
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2

Denote

Y(µ) := X
1
2 (µ), Z(µ) := S

1
2 (µ) (4.8)

the square root of the matrix X(µ) and S(µ), which exist and are uniquely defined (see
Appendix A.1). Obviously

XB(µ) = Y2
B(µ) + YV (µ)YT

V (µ), SB(µ) = Z2
B(µ) + ZV (µ)ZT

V (µ),
XV (µ) = YB(µ)YV (µ) + YV (µ)YN (µ), SV (µ) = ZB(µ)ZV (µ) + ZV (µ)ZN (µ),
XN (µ) = Y2

N (µ) + YT
V (µ)YV (µ), SN (µ) = Z2

N (µ) + YT
V (µ)YV (µ).

(4.9)

Proposition 4.1.3 Let j ∈ {1, . . . , 5}. Then for µ ∈ (0, µ0〉 sufficiently small it holds

YB(µ) = O(1), ZB(µ) = O(
√
µ),

YV (µ) = O(
√
µ), ZV (µ) = O(

√
µ),

YN (µ) = O(
√
µ), ZN (µ) = O(1).

Proof. Since by Proposition 4.1.2 XB(µ) = O(1),SN (µ) = O(1), we have that
YB(µ) = O(1),ZN (µ) = O(1). Moreover,

max{‖YN (µ)‖2
F , ‖YV (µ)‖2

F } ≤ ‖YN (µ)‖2
F + ‖YV (µ)‖2

F =

= tr(Y2
N (µ)) + tr(YT

V (µ)YV (µ)) = tr(XN (µ)) = O(µ),

which yield YN (µ) = O(
√
µ) and YV (µ) = O(

√
µ). Analogously,

max{‖ZB(µ)‖2
F , ‖ZV (µ)‖2

F } ≤ ‖ZB(µ)‖2
F + ‖ZV (µ)‖2

F =

= tr(Z2
B(µ)) + tr(ZV (µ)ZT

V (µ)) = tr(SB(µ)) = O(µ)

which yield ZB(µ) = O(
√
µ) and ZV (µ) = O(

√
µ).

2

Denote L(µ) := LX(µ) ∈ Ln
++ the lower Cholesky factor of the matrix X(µ) and

U(µ) := US(µ) ∈ Un
++ the upper Cholesky factor of the matrix S(µ) (which exist and

are uniquely determined—see Theorem A.1.3). It holds

X(µ) = L(µ)LT (µ), S(µ) = U(µ)UT (µ),
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where we denote LT (µ) := (L(µ))T and UT (µ) := (U(µ))T . Assume, that any lower
triangular matrix L and upper triangular matrix U is partitioned in the following way:

L =

(

LB 0
LT

V LN

)

, U =

(

UB UV

0 UN

)

.

Then the associated blocks satisfy the following equalities

XB(µ) = LB(µ)LT
B(µ), SB(µ) = UB(µ)UT

B(µ) + UV (µ)UT
V (µ),

XV (µ) = LB(µ)LV (µ), SV (µ) = UV (µ)UT
N (µ),

XN (µ) = LT
V (µ)LV (µ) + LN (µ)LT

N (µ), SN (µ) = UN (µ)UT
N (µ).

(4.10)

Proposition 4.1.4 Let j ∈ {1, . . . , 5}. Then for µ ∈ (0, µ0〉 sufficiently small it holds

LB(µ) = O(1), UB(µ) = O(
√
µ),

LV (µ) = O(
√
µ), UV (µ) = O(

√
µ),

LN (µ) = O(
√
µ), UN (µ) = O(1).

Proof is similar to the proof of Proposition 4.1.3.

2

4.1.2 Asymptotic properties in Θ-notation

Lemma 4.1.1 Let j ∈ {1, . . . , 5}. Then there exists a constant K > 0 such that for any
µ ∈ (0, µ0〉

K ≤ 1

µn
det(X(µ) detS(µ)).

Proof. The statement will be proved separately for each j = 1, . . . , 5. Assume j = 1,
i.e. the functions X(µ),S(µ) satisfy X(µ)S(µ) + S(µ)X(µ) = 2µW. Proposition A.1.8
then implies

0 < detW = det
X(µ)S(µ) + S(µ)X(µ)

2µ
≤ det(X(µ)S(µ))

µ
=

1

µn
detX(µ) detS(µ).

Let j = 2 and X(µ)
1
2S(µ)X(µ)

1
2 = µW. Obviously, it holds

0 < detW = det
X

1
2 (µ)S(µ)X

1
2 (µ)

µ
=
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=
1

µn
detX

1
2 (µ) det S(µ) detX

1
2 (µ) =

1

µn
detX(µ) detS(µ)

Suppose j = 3, i.e. L(µ)TS(µ)L(µ) = µW. Then

0 < detW = det
L(µ)T S(µ)L(µ)

µ
=

1

µn
det(L(µ)L(µ)T ) detS(µ) =

1

µn
detX(µ) detS(µ).

Let j = 4, i.e. (X
1
2 (µ)S

1
2 (µ) + S

1
2 (µ)X

1
2 (µ))/2 =

√
µW. From Proposition A.1.8 it

follows, that

0 < detW2 = det
(X

1
2 (µ)S

1
2 (µ) + S

1
2 (µ)X

1
2 (µ)

2
√
µ

)2
≤

≤ det
(X

1
2 (µ)S

1
2 (µ)√

µ

)2
=

1

µn
detX(µ) detS(µ).

Finally, let j = 5 and (UT
S(µ)LX(µ) +LT

X(µ)US(µ))/2 =
√
µW. Proposition A.1.8 implies

0 < detW2 = det
(U(µ)TL(µ) + L(µ)TU(µ)

2
√
µ

)2
≤

≤ det
(U(µ)T L(µ)√

µ

)2
=

1

µn
(detU(µ)T detL(µ))2 =

1

µn
det(U(µ)U(µ)T ) det(L(µ)L(µ)T ) =

1

µn
detX(µ) detS(µ).

Hence, we can take K := detW if j ∈ {1, 2, 3}, and K := det(W2) if j ∈ {4, 5}.

2

Proposition 4.1.5 Let j ∈ {1, . . . , 5}. Then for µ ∈ (0, µ0〉 sufficiently small it holds

XB(µ) = Θ(1), SB(µ) = Θ(µ),
XN (µ) = Θ(µ), SN (µ) = Θ(1).

Proof. From Fischer inequality (Theorem A.1.5) it follows that

1

µn
detX(µ) detS(µ) ≤ 1

µn
detXB(µ) detXN (µ) detSB(µ) detSN (µ) =

= detXB(µ) det
XN (µ)

µ
det

SB(µ)

µ
detSN (µ). (4.11)
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From (4.11) and Lemma 4.1.1 we have that there exists a constant K > 0 such that

lnK ≤ ln detXB(µ) + ln det
XN (µ)

µ
+ ln det

SB(µ)

µ
+ ln detSN (µ) := V (µ). (4.12)

Proposition 4.1.2 implies, that all addends in V (µ) are bounded above for sufficiently

small µ. We will show that ln detXB(µ), ln det XN (µ)
µ

, ln det SB(µ)
µ

, ln detSN (µ) are
bounded below. Suppose that there exists a sequence {µk}∞k=1 → 0 and an addend in
V (µ) (e.g. the first one) such that

lim
k→∞

ln detXB(µk) = −∞.

Since all addends in V (µ) are bounded above, we have that limk→∞ V (µk) = −∞,
however this contradicts to (4.12). Therefore there exists a constant C such, that

C ≤ min{ln detXB(µ), ln det
XN (µ)

µ
, ln det

SB(µ)

µ
, ln detSN (µ)}.

The rest follows from Proposition C.2.3.

2

Proposition 4.1.6 Let j ∈ {1, . . . , 5}. Then for µ ∈ (0, µ0〉 sufficiently small it holds

YB(µ) = Θ(1), ZB(µ) = Θ(
√
µ),

YN (µ) = Θ(
√
µ), ZN (µ) = Θ(1).

Proof. From Lemma 4.1.1 we have that there exists a constant K > 0 such that

K ≤ 1

µn
detY2(µ) detZ2(µ) =

1

µn
[detY(µ) detZ(µ)]2.

We can apply Fischer inequality to obtain

√
K ≤ detYB(µ) det

YN (µ)√
µ

det
ZB(µ)√

µ
detZN (µ)

The rest of the proof follows from Proposition 4.1.3 and is analogous to the proof of
Proposition 4.1.5.

2
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Proposition 4.1.7 Let j ∈ {1, . . . , 5}. Then for µ ∈ (0, µ0〉 sufficiently small it holds

LB(µ) = Θ(1), UB(µ) = Θ(
√
µ),

LN (µ) = Θ(
√
µ), UN (µ) = Θ(1).

Proof. From Lemma 4.1.1 we have that there exists a constant K > 0 such that

K ≤ 1

µn
det[L(µ)LT (µ)] det[U(µ)UT (µ)] =

1

µn
[detL(µ) detU(µ)]2.

Obviously
√
K ≤ detLB(µ) det

LN (µ)√
µ

det
UB(µ)√

µ
detUN (µ).

The rest of the proof follows from Proposition 4.1.4 and is analogous to the proof of
Proposition 4.1.5.

2

4.1.3 Asymptotic properties in o-notation

Let j ∈ {1, . . . , 5} and consider the weighted path given in (4.1). From Proposition 4.1.2
it follows that the functions

XB(µ),
SB(µ)

µ
,
XV (µ)√

µ
,
SV (µ)√

µ
,
XN (µ)

µ
,SN (µ)

are bounded. Similarly, from Proposition 4.1.3 and Proposition 4.1.4 we have that the
functions

YB(µ),
ZB(µ)√

µ
,
YV (µ)√

µ
,
ZV (µ)√

µ
,
YN (µ)√

µ
,ZN (µ),

and

LB(µ),
UB(µ)√

µ
,
LV (µ)√

µ
,
UV (µ)√

µ
,
LN (µ)√

µ
,UN (µ)

are bounded.

Put ρ :=
√
µ and define the normalized matrices X̃(ρ), S̃(ρ) in the following way:

XB(µ) = X̃B(ρ),

XV (µ) = ρX̃V (ρ),

XN (µ) = ρ2X̃N (ρ),

SB(µ) = ρ2S̃B(ρ),

SV (µ) = ρS̃V (ρ),

SN (µ) = S̃N (ρ).

(4.13)
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Similarly we can define the matrices Ỹ(ρ), Z̃(ρ) and L̃(ρ), Ũ(ρ) with the equalities

YB(µ) = ỸB(ρ),

YV (µ) = ρỸV (ρ),

YN (µ) = ρỸN (ρ),

ZB(µ) = ρZ̃B(ρ),

ZV (µ) = ρZ̃V (ρ),

ZN (µ) = Z̃N (ρ),

(4.14)

and
LB(µ) = L̃B(ρ),

LV (µ) = ρL̃V (ρ),

LN (µ) = ρL̃N (ρ),

UB(µ) = ρŨB(ρ),

UV (µ) = ρŨV (ρ),

UN (µ) = ŨN (ρ),

(4.15)

respectively.
The matrices X̃(ρ), S̃(ρ), Ỹ(ρ), Z̃(ρ), L̃(ρ), Ũ(ρ) are bounded and therefore there

exists a sequence
{ρk}∞k=1 → 0, µk = ρ2

k,

such that X̃(ρk), S̃(ρk), Ỹ(ρk), Z̃(ρk), L̃(ρk), Ũ(ρk) converge–and hence there exist limits

limk→∞ X̃(ρk) =: X̃∗, limk→∞ Ỹ(ρk) =: Ỹ∗, limk→∞ L̃(ρk) =: L̃∗,
limk→∞ S̃(ρk) =: S̃∗, limk→∞ Z̃(ρk) =: Z̃∗, limk→∞ Ũ(ρk) =: Ũ∗.

Lemma 4.1.2 We have

a) X̃∗
B ≻ 0, X̃∗

N ≻ 0, S̃∗
B ≻ 0, S̃∗

N ≻ 0,

b) Ỹ∗
B ≻ 0, Ỹ∗

N ≻ 0, Z̃∗
B ≻ 0, Z̃∗

N ≻ 0,

c) L̃∗
B ∈ Ln

++, L̃∗
N ∈ Ln

++, Ũ∗
B ∈ Un

++, Ũ
∗
N ∈ Un

++.

Proof. The statement follows from Proposition 4.1.5, Proposition 4.1.6, Proposition
4.1.7.

2

Lemma 4.1.3 We have

a)

X̃∗
B = (Ỹ∗

B)2,

X̃∗
V = Ỹ∗

BỸ∗
V ,

X̃∗
N = (Ỹ∗

N )2 + (Ỹ∗
V )T Ỹ∗

V ,

S̃∗
B = (Z̃∗

B)2 + Z̃∗
V (Z̃∗

V )T ,

S̃∗
V = Z̃∗

BZ̃∗
V ,

S̃∗
N = (Z̃∗

N )2,

b)

X̃∗
B = L̃∗

B(L̃∗
B)T ,

X̃∗
V = L̃∗

BL̃∗
V ,

X̃∗
N = L̃∗

N (L̃∗
N )T + (L̃∗

V )T L̃∗
V ,

S̃∗
B = Ũ∗

B(Ũ∗
B)T + Ũ∗

V (Ũ∗
V )T ,

S̃∗
V = Ũ∗

V (Ũ∗
N )T ,

S̃∗
N = Ũ∗

N (Ũ∗
N )T .
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Proof. From (4.9) and (4.14) it follows

X̃B(ρk) = ỸB(ρk)
2 + ρ2

kỸV (ρk)ỸV (ρk)
T ,

ρkX̃V (ρk) = ρkỸB(ρk)ỸV (ρk) + ρ2
kỸV (ρk)ỸN (ρk),

ρ2
kX̃N (ρk) = ρ2

kỸN (ρk)
2 + ρ2

kỸV (ρk)
T ỸV (ρk),

ρ2
kS̃B(ρk) = ρ2

kZ̃B(ρk)
2 + ρ2

kZ̃V (ρk)Z̃V (ρk)
T ,

ρkS̃V (ρk) = ρkZ̃B(ρk)Z̃V (ρk) + ρ2
kZ̃V (ρk)Z̃N (ρk),

S̃N (ρk) = Z̃N (ρk)
2 + ρ2

kZ̃V (ρk)
T Z̃V (ρk),

and from (4.10) and (4.15) it follows

X̃B(ρk) = L̃B(ρk)L̃B(ρk)
T ,

ρkX̃V (ρk) = ρkL̃B(ρk)L̃V (ρk),

ρ2
kX̃N (ρk) = ρ2

kL̃N (ρk)L̃N (ρk)
T + ρ2

kL̃V (ρk)
T L̃V (ρk),

ρ2
kS̃B(ρk) = ρ2

kŨB(ρk)ŨB(ρk)
T + ρ2

kŨV (ρk)ŨV (ρk)
T ,

ρkS̃V (ρk) = ρkŨV (ρk)ŨN (ρk)
T ,

S̃N (ρk) = ŨN (ρk)ŨN (ρk)
T .

The statement of the lemma follows from the boundedness of the ”tilde” matrices.

2

Lemma 4.1.4 Let j ∈ {1, 2, 3}. Then

X̃∗
V • S̃∗

V = 0.

Proof. Let (X∗,S∗) be the strictly complementary optimal solution given by assump-
tion (A5). Define

X̄ =
µl

µk
X(µk) +

(

1 − µl

µk

)

X∗, (4.16)

S̄ =
µl

µk
S(µk) +

(

1 − µl

µk

)

S∗. (4.17)

It can be easily seen, that

(X̄− X(µl)) • (S̄− S(µl)) = 0

and hence
X̄ • S(µl) + X(µl) • S̄ = X̄ • S̄ + X(µl) • S(µl). (4.18)

By inserting (4.16), (4.17) into (4.18) we obtain

µk − µl

µk
[X∗ • S(µl) + X(µl) • S∗] +

µl

µk
[X(µk) • S(µl) + X(µl) • S(µk)] =
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=
( µl

µk

)2
X(µk)•S(µk)+

µl

µk

(µk − µl

µk

)

[X∗ •S(µk)+X(µk)•S∗]+X(µl)•S(µl). (4.19)

By Lemma 3.4.1 we have

X(µk) • S(µk) = µktr(W),
X(µl) • S(µl) = µltr(W).

(4.20)

By inserting (4.20) into (4.19) and by multiplying by
µ2

k

µl
we have that

µk(µk − µl)

µl
[X∗ • S(µl) + X(µl) • S∗] + µk[X(µk) • S(µl) + X(µl) • S(µk)] =

= (µlµk + µ2
k)tr(W) + (µk − µl)[X

∗ • S(µk) + X(µk) • S∗]. (4.21)

It holds

X∗ • S(µl)

µl
=

1

µl

(

X∗
B 0

0 0

)

•
(

SB(µl) SV (µl)
ST

V (µl) SN (µl)

)

=
1

µl
tr

(

X∗
BSB(µl) ∗

∗ 0

)

=

= X∗
B • SB(µl)

µl

= X∗
B • S̃B(ρl)

and hence

lim
l→∞

X∗ • S(µl)

µl

= lim
l→∞

X∗
B • S̃B(ρl) = X∗

B • S̃∗
B .

It can be shown similarly that

lim
l→∞

X(µl) • S∗

µl
= lim

l→∞
X̃N (ρl) • S∗

N = X̃∗
N • S∗

N .

Further, we have

X(µk)•S(µl) = X(ρ2
k)•S(ρ2

l ) =

(

X̃B(ρk) ρkX̃V (ρk)

ρkX̃
T
V (ρk) ρ2

kX̃N (ρk)

)

•
(

ρ2
l S̃B(ρl) ρlS̃V (ρl)

ρlS̃
T
V (ρl) S̃N (ρl)

)

=

= tr

(

ρ2
l X̃B(ρk)S̃B(ρl) + ρkρlX̃V (ρk)S̃

T
V (ρl) ∗

∗ ρkρlX̃V (ρk)
T S̃V (ρl) + ρ2

kX̃N (ρk)S̃N (ρl)

)

and therefore
lim
l→∞

X(µk) • S(µl) = µkX̃N (ρk) • S̃∗
N

and similarly
lim
l→∞

X(µl) • S(µk) = µkX̃
∗
B • S̃B(ρk).



4.1. ASYMPTOTIC BEHAVIOR OF WEIGHTED PATHS 69

It can be easily seen that

X(µk) • S∗ = µkX̃N (ρk) • S∗
N

and
X∗ • S(µk) = µkX

∗
B • S̃B(ρk).

Compute the limit of the left hand side and right hand side of (4.21) as l → ∞. By
inserting the expressions above and after multiplying by 1

µ2
k

we obtain

[X∗
B •S̃∗

B +X̃∗
N •S∗

N ]+[X̃∗
B•S̃B(ρk)+X̃N (ρk)•S̃∗

N ] = trW+[X∗
B •S̃B(ρk)+X̃N (ρk)•S∗

N ].

By taking the limit k → ∞ we obtain

[X∗
B • S̃∗

B + X̃∗
N • S∗

N ] + [X̃∗
B • S̃∗

B + X̃∗
N • S̃∗

N ] = trW + [X∗
B • S̃∗

B + X̃∗
N • S∗

N ]

and hence
X̃∗

B • S̃∗
B + X̃∗

N • S̃∗
N = trW. (4.22)

From Lemma 4.0.4 it follows that

ρ2
ktrW = ρ2

kX̃B(ρk) • S̃B(ρk) + 2ρ2
kX̃V (ρk) • S̃V (ρk) + ρ2

kX̃N (ρk) • S̃N (ρk).

If we multiply the equality above by 1
ρ2

k

and take the limit k → ∞, we obtain

X̃∗
B • S̃∗

B + 2X̃∗
V • S̃∗

V + X̃∗
N • S̃∗

N = trW

from which, using (4.22), it follows that X̃∗
V • S̃∗

V = 0.

2

Proposition 4.1.8 Let j = 1. Then for µ ∈ (0, µ0〉 sufficiently small it holds

XV (µ) = o(
√
µ), SV (µ) = o(

√
µ).

Proof. It sufficies to show that X̃V = 0, S̃∗
V = 0. From the equality

X(µ)S(µ) + S(µ)X(µ) = 2µW,

we have that

XB(µ)SV (µ) + XV (µ)SN (µ) + SB(µ)XV (µ) + SV (µ)XN (µ) = 2µWV . (4.23)
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By dividing (4.23) by
√
µ and by replacing µ by ρ2

k, we obtain

X̃B(ρk)S̃V (ρk) + X̃V (ρk)S̃N (ρk) + ρ2
k[S̃B(ρk)X̃V (ρk) + S̃V (ρk)X̃N (ρk)] = 2ρkWV .

By taking limit k → ∞ we obtain

X̃∗
BS̃∗

V + X̃∗
V S̃∗

N = 0.

Therefore

S̃∗
V = −(X̃∗

B)−1X̃∗
V S̃∗

N . (4.24)

From Lemma 4.1.4 it follows

0 = X̃∗
V • S̃∗

V = tr[(X̃∗
V )T S̃∗

V ] = −tr[(X̃∗
V )T (X̃∗

B)−1X̃∗
V S̃∗

N ] =

= −tr[(S̃∗
N )

1
2 (X̃∗

V )T (X̃∗
B)−1X̃∗

V (S̃∗
N )

1
2 ].

Since

(S̃∗
N )

1
2 (X̃∗

V )T (X̃∗
B)−1X̃∗

V (S̃∗
N )

1
2 � 0, S̃∗

N ≻ 0, X̃∗
B ≻ 0,

it holds X̃∗
V = 0. This fact together with (4.24) implies S̃∗

V = 0.

2

Proposition 4.1.9 Let j = 2. Then for µ ∈ (0, µ0〉 sufficiently small it holds that
WV = 0 if and only if XV (µ) = o(

√
µ), YV (µ) = o(

√
µ), SV (µ) = o(

√
µ).

Proof. The equality
Y(µ)S(µ)Y(µ) = µW,

implies

YB(µ)SB(µ)YV (µ) + YV (µ)ST
V (µ)YV (µ)+

+YB(µ)SV (µ)YN (µ) + YV (µ)SN (µ)YN (µ) = µWV . (4.25)

If we divide (4.25) by µ and put µ = ρ2
k, we obtain

ρkỸB(ρk)S̃V (ρk)ỸV (ρk) + ρkỸV (ρk)S̃
T
V (ρk)ỸV (ρk)+

+ỸB(ρk)S̃V (ρk)ỸN (ρk) + ỸV (ρk)S̃N (ρk)ỸN (ρk) = WV .

By taking the limit k → ∞ we have

Ỹ∗
BS̃∗

V Ỹ∗
N + Ỹ∗

V S̃∗
NỸ∗

N = WV . (4.26)
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The implication (⇐) follows from (4.26) and the facts, that if XV (µ) = o(
√
µ) then

Ỹ∗
V = 0 and if SV (µ) = o(

√
µ) then S̃∗

V . To prove the reverse implication (⇒), assume

WV = 0. Because Ỹ∗
N ≻ 0 (see Lemma 4.1.2), from (4.26) it follows, that

Ỹ∗
BS̃∗

V + Ỹ∗
V S̃∗

N = 0. (4.27)

From Lemma 4.1.3, Lemma 4.1.4 and (4.27) we obtain that

0 = X̃∗
V • S̃∗

V = tr[(X̃∗
V )T S̃∗

V ] = tr[(Ỹ∗
V )T Ỹ∗

BS̃∗
V ] = −tr[(Ỹ∗

V )T Ỹ∗
V S̃∗

N ].

Lemma 4.1.2 states, that S̃∗
N ≻ 0 which gives Ỹ∗

V = 0 and therefore also

X̃∗
V = Ỹ∗

BỸ∗
V = 0, S̃∗

V = −(Ỹ∗
B)−

1
2 Ỹ∗

V S̃∗
N = 0

2

Proposition 4.1.10 Let j = 3. Then for µ ∈ (0, µ0〉 sufficiently small it holds, that
WV = 0 if and only if XV (µ) = o(

√
µ), LV (µ) = o(

√
µ), SV (µ) = o(

√
µ).

Proof. The equality
LT (µ)S(µ)L(µ) = µW,

gives
LT

B(µ)SV (µ)LN (µ) + LV (µ)SN (µ)LN (µ) = µWV . (4.28)

If we divide (4.28) by µ and put µ = ρ2
k, we obtain

L̃T
B(ρk)S̃V (ρk)L̃N (ρk) + L̃V (ρk)S̃N (ρk)L̃N (ρk) = WV .

From this, by taking the limit k → ∞, we obtain

(L̃∗
B)T S̃∗

V L̃∗
N + L̃∗

V S̃∗
N L̃∗

N = WV .

The implication (⇐) follows from the fact, that XV (µ) = o(
√
µ),SV (µ) = o(

√
µ) imply

L̃∗
V = 0 and S̃∗

V = 0. We will prove the statement (⇒). Since L̃∗
N ∈ Ln

++ (see Lemma
4.1.2) and WV = 0, it holds

(L̃∗
B)T S̃∗

V + L̃∗
V S̃∗

N = 0. (4.29)

From Lemma 4.1.3, Lemma 4.1.4 and (4.29) it follows

0 = X̃∗
V • S̃∗

V = tr[(X̃∗
V )T S̃∗

V ] = tr[(L̃∗
V )T (L̃∗

B)T S̃∗
V ] = −tr[(L̃∗

V )T L̃∗
V S̃∗

N ].

Lemma 4.1.3 states that S̃∗
N ≻ 0 and hence L̃∗

V = 0. Therefore also X̃∗
V = 0 and S̃∗

V = 0.

2



72 CHAPTER 4. LIMITING BEHAVIOR OF WEIGHTED PATHS

4.1.4 Summarization of asymptotic behavior of weighted paths

Consider the five types of the weighted paths, associated with symmetrization maps
Φj(X,S) for j = 1, . . . , 5. In the previous section we have shown, that these paths
posses two types of asymptotic behavior:

X(µ) =

(

Θ(1) o(
√
µ)

o(
√
µ) Θ(µ)

)

, S(µ) =

(

Θ(µ) o(
√
µ)

o(
√
µ) Θ(1)

)

(4.30)

and/or

X(µ) =

(

Θ(1) O(
√
µ)

O(
√
µ) Θ(µ)

)

, S(µ) =

(

Θ(µ) O(
√
µ)

O(
√
µ) Θ(1)

)

(4.31)

In the concrete,

- if j = 1, the path functions have the property (4.30) (and therefore also (4.31))2;

- if j = 2, 3, the behavior depends on whether the weight matrix W is block diagonal
- if so, then the path functions have the property (4.30), else their asymptotic
behavior is described by (4.31);

- if j = 4, 5, the path functions have the property (4.31).

Moreover, the asymptotic behavior of the square root and Cholesky factors of the
path functions was studied. These can be interesting in the case of the last four types of
weighted paths. Similarly, these functions posses also two kinds of asymptotic behavior:

Y(µ) = X
1
2 (µ) =

(

Θ(1) o(
√
µ)

o(
√
µ) Θ(µ)

)

, L(µ) = LX(µ) =

(

Θ(1) 0
o(
√
µ) Θ(

√
µ)

)

(4.32)

and/or

Y(µ) = X
1
2 (µ) =

(

Θ(1) O(
√
µ)

O(
√
µ) Θ(

√
µ)

)

, Z(µ) = S
1
2 (µ) =

(

Θ(
√
µ) O(

√
µ)

O(
√
µ) Θ(1)

)

L(µ) = LX(µ) =

(

Θ(1) 0
O(

√
µ) Θ(

√
µ)

)

, U(µ) = US(µ) =

(

Θ(
√
µ) O(

√
µ)

0 Θ(1)

)

(4.33)
Here

- if j = 2, 3, the behavior, again, depends on whether the weight matrix W is block
diagonal - if so, then the appropriate functions have the property (4.32), else their
asymptotic behavior is described by (4.33);

- if j = 4, 5, the functions have the property (4.33).

2Recall, that this result was obtained by Preiss and Stoer [59].
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4.2 Analyticity of weighted paths at the boundary point

In this section the analyticity of the weighted paths at the boundary will be studied.
To this aim, the results stated in the previous section will be very useful. In Section
4.1.4, we could see that the first three types of weighted paths (case j = 1, 2, 3) posses
”better” behavior and for this reason we will be interested only in these three types of
weighted paths.

Note, that the analyticity of these paths was already studied by several authors.
The path associated with the symmetrization (XS + SX)/2 (case j = 1) was studied
by Preiss and Stoer [59], in the context of linear complementarity problems. We will
use several ideas of these authors to obtain new interesting results for the another two
symmetrizations. The result of [59] will be included also in our study in order to give
the complete overview. The analyticity of the weighted path associated with the map
X

1
2 SX

1
2 (case j = 2) was studied by Lu and Monteiro [42]. The weighted path associated

with the symmetrization LX
TSLX (case j = 3) was studied by Chua [8], however only

diagonal weights were considered. We will analyze the analyticity of the path for j = 3
and we will consider nondiagonal positive definite weights in general. The result [8]
follows from our results as a special case. Moreover, for the weighted path studied
in [42] (case j = 2) we obtain more complete results.

4.2.1 Transformation of feasibility conditions

In order to separate the blocks of the path matrices that posses different types of asymp-
totic behavior, we need to transform the system of the equations in the feasibility con-
ditions

Ai • X = bi + µ△bi, i = 1, . . . ,m
∑m

i=1 Aiyi + S = C + µ△C.

Consider the partition of the matrices given in (4.2). Then the system above can be
rewritten in the following way:

Ai
B • XB + 2Ai

V • XV + Ai
N •XN = bi + µ△bi, i = 1, . . . ,m,

∑m
i=1 Ai

Byi + SB = CB + µ△CB,
∑m

i=1 Ai
V yi + SV = CV + µ△CV ,

∑m
i=1 Ai

Nyi + SN = CN + µ△CN .

(4.34)

Define the matrices

AB =







svec(A1
B)

...
svec(Am

B )






, AV =







vec(A1
V )

...
vec(Am

V )






, AN =







svec(A1
N )

...
svec(Am

N )






,
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where AB ∈ Rm×B̄ , AV ∈ Rm×V̄ , AN ∈ Rm×N̄ and

B̄ := |B|(|B| + 1)/2, V̄ := |B||N |, N̄ := |N |(|N | + 1)/2.

Obviously, B̄ + N̄ = n̄− |B||N |. The system (4.34) has the matrix-vector form









AB 2AV AN 0 0 0 0
0 0 0 (AB)T IB̄ 0 0
0 0 0 (AV )T 0 IV̄ 0
0 0 0 (AN )T 0 0 IN̄





























svec(XB)
vec(XV )
svec(XN )

y
svec(SB)
vec(SV )
svec(SN )





















=









b+ µ△b
svec(CB + µ△CB)
vec(CV + µ△CV )
svec(CN + µ△CN )









.

Rewrite the system above once more as

Pv + Qw + Rz = d+ µ△d, (4.35)

where

P =









AB 0 0
0 AT

B 0
0 AT

V 0
0 AT

N IN̄









, Q =









2AV 0
0 0
0 IV̄

0 0









, R =









AN 0
0 IB̄

0 0
0 0









;

v =





svec(XB)
y

svec(SN )



 , w =

[

vec(XV )
vec(SV )

]

, z =

[

svec(XN )
svec(SB)

]

and

d =









b
svec(CB)
vec(CV )
svec(CN )









, △d =









△b
svec(△CB)
vec(△CV )
svec(△CN )









.

Here IB̄, IV̄ and IN̄ are identity matrices of dimensions B̄ × B̄, V̄ × V̄ and N̄ × N̄ ,
respectively.

Denote n̄ = dim(Sn) = n(n+1)/2. Then P, Q and R are real matrices of dimensions
(m+ n̄) × k1, (m+ n̄) × k2 and (m+ n̄) × k3, where

k1 = m+ n̄− |B||N |, k2 = 2|B||N |, k3 = n̄− |B||N |.
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Lemma 4.2.1 Let A be an (l ×m) matrix, rank(A) = s. Then there exists a nonsin-
gular (l × l) matrix M such that

MA =

[

M1A
M2A

]

=

[

M1A
0

]

,

where M1 is s× l. Moreover rank(M1A) = s.

Proof. The existence of the matrix M follows from the Gaussian elimination. Ac-
cording to the well-known Sylvester theorem (Theorem 2.6 of [81]) we have

rank(M1A) = rank(A) − dim(Im(A) ∩Ker(M1)).

We will show that Im(A) ∩Ker(M1) = {0}. Assume that there exists y 6= 0 such that
y ∈ Im(A) ∩ Ker(M1). Then y = Ax for some x ∈ Rm, x 6= 0 and M1y = 0. From
this we have that M1Ax = 0 and therefore MAx = 0. From the nonsingularity of M it
follows that Ax = 0 = y.

2

Let
s := rank(P) ≤ min{k1,m+ n̄} = k1. (4.36)

Then from Lemma 4.2.1 it follows that there exists a nonsingular (m + n̄) × (m + n̄)
matrix M such that

MP =

[

M1P

M2P

]

=

[

M1P

0

]

,

where M1 is of dimension s× (m+ n̄) and M2 is of dimension (m+ n̄− s) × (m + n̄).
Moreover rank(M1P) = s. By multiplying (4.35) by M from the left we obtain an
equivalent system

M1Pv + M1Qw + M1Rz = M1(d+ µ△d),
M2Qw + M2Rz = M2(d+ µ△d). (4.37)

Now let
t− s := rank(M2Q) ≤ min{m+ n̄− s, k2}. (4.38)

Then again, Lemma 4.2.1 implies that there exists a nonsingular (m+ n̄−s)×(m+ n̄−s)
matrix N such that

NM2Q =

[

N1M2Q

N2M2Q

]

=

[

N1M2Q

0

]

,



76 CHAPTER 4. LIMITING BEHAVIOR OF WEIGHTED PATHS

where N1, N2 have dimensions (t− s)× (m+ n̄− s) and (m+ n̄− t)× (m+ n̄− s) and
rank(N1M2Q) = t− s. Therefore, the system (4.37) is equivalent to

M1Pv + M1Qw + M1Rz = M1(d+ µ△d),
N1M2Qw + N1M2Rz = N1M2(d+ µ△d),

N2M2Rz = N2M2(d+ µ△d).

If we denote M1P = P̃1, M1Q = Q̃1, M1R = R̃1, N1M2Q = Q̃2, N1M2R = R̃2 and
N2M2R = R̃3, then the last system can be rewritten in the form

P̃1v + Q̃1w + R̃1z = d̃1 + µ△d̃1,

Q̃2w + R̃2z = d̃2 + µ△d̃2,

R̃3z = d̃3 + µ△d̃3.

(4.39)

The following lemma states a well-known linear algebra result, which will be useful
in the next.

Lemma 4.2.2 If A is n ×m matrix and n ≤ m. Then the map x 7→ Ax is surjective
if and only if rank(A) = n.

Lemma 4.2.3 The linear maps

v 7→ P̃1v, w 7→ Q̃2w, z 7→ R̃3z

are surjective.

Proof. P̃1 = M1P is s× k1 matrix and rank(P̃1) = s. From (4.36) and Lemma 4.2.2
it follows that the map v 7→ P̃1v is surjective. Similarly Q̃2 = N1M2Q is (t − s) × k2

matrix and rank(Q̃2) = t − s. From (4.38) and Lemma 4.2.2. it follows that the map
w 7→ Q̃2w is surjective. Finally, from Assumption (A1) and Lemma 2.1.2 we have that

{[A(X),A∗(y) + S] | X ∈ Sn, y ∈ Rm,S ∈ Sn} = Rm × Sn

and hence also the map z 7→ R̃3z is surjective.

2

Proposition 4.2.1 Let

△v =





svec(△XB)
△y

svec(△SN )



 , △w =

[

vec(△XV )
vec(△SV )

]

,△z =

[

svec(△XN )
svec(△SB)

]

.



4.2. ANALYTICITY OF WEIGHTED PATHS AT THE BOUNDARY POINT 77

(a) If

P̃1△v = 0, Q̃2△w = 0, R̃3△z = 0,

then

△XB • △SB = 0, △XV • △SV = 0, △XN • △SN = 0.

(b) If

P̃1△v = 0, Q̃2△w + R̃2△z = 0, R̃3△z = 0,

then

△XB • △SB = 0, △XN • △SN = 0.

Moreover, if △XN = 0 and △SB = 0, then △XV • △SV = 0.

Proof. (a) Because of the surjectivity of Q̃2 (stated in Lemma 4.2.3) we have that
there exist matrices V1,V2 of dimension |B| × |N | such that

Q̃2

[

vec(V1)
vec(V2)

]

+ R̃2

[

svec(△XN )
svec(△SB)

]

= 0. (4.40)

Similarly, because of the surjectivity of P̃1 we have, that there exist symmetric matrices
U1,U2 of dimensions |B| × |B| and |N | × |N | and a vector u ∈ Rm such that

P̃1





svec(U1)
u

svec(U2)



+ Q̃1

[

vec(V1)
vec(V2)

]

+ R̃1

[

svec(△XN )
svec(△SB)

]

= 0. (4.41)

The equations (4.40), (4.41) together with the equation R̃3△z = 0 are equivalent to

P





svec(U1)
u

svec(U2)



+ Q

[

vec(V1)
vec(V2)

]

+ R

[

svec(△XN )
svec(△SB)

]

= 0.

which is the same as

A
([

U1 V1

VT
1 △XN

])

= 0, A∗(u) +

[

△SB V2

VT
2 U2

]

= 0. (4.42)

The assumption

P̃1△v = P̃1





svec(△XB)
△y

svec(△SN )



 = 0
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is equivalent to

A
([

△XB 0
0 0

])

= 0, A∗(△y) +

[

0 0
0 △SN

]

= 0. (4.43)

From (4.42) and (4.43) it follows that
[

U1 V1

VT
1 △XN

]

•
[

0 0
0 △SN

]

= △XN • △SN = 0

and
[

△SB V2

VT
2 U2

]

•
[

△XB 0
0 0

]

= △XB • △SB = 0

due to Lemma 2.1.1. Finally we have to show that △SV • △XV = 0. From the surjec-
tivity of P̃1 (see Lemma 4.2.3) we have that there exist symmetric matrices V3,V4 of
dimensions |B| × |B| and |N | × |N | and a vector v ∈ Rm such that

P̃1





svecV3

v
svecV4



+ Q̃1

[

vec△XV

vec△SV

]

+ R̃1

[

0
0

]

= 0.

This equation, together with Q̃2△w + R̃30 = 0, R̃30 = 0 implies

P





svec(V3)
v

svec(V4)



+ Q

[

vec(△XV )
vec(△SV )

]

+ R

[

0
0

]

= 0.

The equation above can be rewritten as

A
([

V3 △XV

△XT
V 0

])

= 0, A∗(v) +

[

0 △SV

△ST
V V4

]

= 0.

Lemma 2.1.1 implies
[

V3 △XV

△XT
V 0

]

•
[

0 △SV

△ST
V V4

]

= 0

and hence △XV • △SV = 0.
(b) Because of the surjectivity of P̃1 we have, that there exist symmetric matrices

W1,W2 of dimensions |B| × |B| and |N | × |N | and a vector w ∈ Rm such that

P̃1





svec(W1)
w

svec(W2)



+ Q̃1

[

vec(△XV )
vec(△SV )

]

+ R̃1

[

svec(△XN )
svec(△SB)

]

= 0. (4.44)
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The equation (4.44) together with Q̃2△w + R̃2△z = 0, R̃3△z = 0 is equivalent to

P





svec(W1)
u

svec(W2)



+ Q

[

vec(△XV )
vec(△SV )

]

+ R

[

svec(△XN )
svec(△SB)

]

= 0.

which is the same as

A
([

W1 △XV

△XT
V △XN

])

= 0, A∗(u) +

[

△SB △SV

△ST
V W2

]

= 0. (4.45)

The equalities △XB •△SB = 0, △XN •△SN = 0 can be proved similarly as in the case
(a). Assume △SB = 0 and △XN = 0. Lemma 2.1.1, (4.45) and Lemma 4.0.4 yield

0 =

[

W1 △XV

△XT
V △XN

]

•
[

△SB △SV

△ST
V W2

]

=

= W1 • △SB + 2△XV • △SV + △XN • W2 = 2△XV • △SV

2

4.2.2 Normalization of feasibility conditions

Consider the normalized matrices defined in (4.13). Recall, that

X̃(ρ) :=

(

XB(ρ2) XV (ρ2)/ρ
XV (ρ2)T /ρ XN (ρ2)/ρ2

)

, S̃(ρ) :=

(

SB(ρ2)/ρ2 SV (ρ2)/ρ
SV (ρ2)T /ρ SN (ρ2)

)

, (4.46)

where ρ :=
√
µ.

Define

ṽ(ρ) =





svec(X̃B(ρ))
ỹ(ρ)

svec(S̃N (ρ))



 , w̃(ρ) =

[

vec(X̃V (ρ))

vec(S̃V (ρ))

]

, z̃(ρ) =

[

svec(X̃N (ρ))

svec(S̃B(ρ))

]

,

(where ỹ(ρ) = y(µ)). By inserting the normalized matrices into the system (4.39) we
obtain

P̃1ṽ(ρ) + ρQ̃1w̃(ρ) + ρ2R̃1z̃(ρ) = d̃1 + ρ2△d̃1,

ρQ̃2w̃(ρ) + ρ2R̃2z̃(ρ) = d̃2 + ρ2△d̃2,

ρ2R̃3z̃(ρ) = d̃3 + ρ2△d̃3.

(4.47)
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From the asymptotic behavior of the path functions (see Section 4.1.4 or Proposition
4.1.2 and Proposition 4.1.5) it follows that (for any j ∈ {1, 2, 3})

X̃(ρ) =

(

Θ(1) O(1)
O(1) Θ(1)

)

, S̃(ρ) =

(

Θ(1) O(1)
O(1) Θ(1)

)

.

Therefore, for any sequence {ρk} → 0, the matrices X̃(ρk), S̃(ρk) and the vector ỹ(ρk) are
bounded, so we may assume that the limit limk→∞(X̃(ρk), ỹ(ρk), S̃(ρk)) = (X̃∗, ỹ∗, S̃∗)
exists. Moreover, the matrices X̃∗

B, X̃
∗
N , S̃

∗
B , S̃

∗
N are positive definite (see Lemma 4.1.2).

Inserting ρ = ρk, X̃(ρ) = X̃(ρk), ỹ(ρ) = ỹ(ρk) and S̃(ρ) = S̃(ρk) into the system (4.47)
and letting ρk → 0 we find that d̃2 = 0, d̃3 = 0.

Define the map Ψ in the following way:

Ψ(X̃, ỹ, S̃, ρ) =





P̃1ṽ + ρQ̃1w̃ + ρ2R̃1z̃ − d̃1 + ρ2△d̃1

Q̃2w̃ + ρR̃2z̃ − ρ△d̃2

R̃3z̃ −△d̃3



 , (4.48)

where

ṽ =





svec(X̃B)
ỹ

svec(S̃N )



 , w̃ =

[

vec(X̃V )

vec(S̃V )

]

, z̃ =

[

svec(X̃N )

svec(S̃B)

]

.

It can be easily seen, that the Fréchet derivative is

DΨ(X̃∗, ỹ∗, S̃∗, 0)[△X̃,△ỹ,△S̃] =





P̃1△ṽ
Q̃2△w̃
R̃3△z̃



 ,

where

△ṽ =





svec(△X̃B)
△ỹ

svec(△S̃N )



 , △w̃ =

[

vec(△X̃V )

vec(△S̃V )

]

, △z̃ =

[

svec(△X̃N )

svec(△S̃B)

]

.

From Proposition 4.2.1 it immediately follows that

DΨ(X̃∗, ỹ∗, S̃∗, 0)[△X̃,△ỹ,△S̃] = 0 ⇒ △X̃ • △S̃ = 0. (4.49)
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4.2.3 Introduction of normalized system and nonsingularity of Fréchet
derivative (I)

In this section, for each j = 1, 2, 3 we define a normalized map F̃ j, such, that for any
ρ ∈ (0, ρ0〉, where ρ0 :=

√
µ0, the triple (X̃(ρ), ỹ(ρ), S̃(ρ)) is the unique solution of the

system
F̃ j(X̃, ỹ, S̃, ρ) = 0, X̃ ≻ 0, S̃ ≻ 0.

Moreover, it will be shown that the Fréchet derivative of F̃ j with respect to (X̃, ỹ, S̃) is
a nonsingular linear map at the point (X̃∗, ỹ∗, S̃∗, 0).

Symmetrization (XS + SX)/2

Consider the last condition in the system (3.1):

XS + SX = 2µW

and rewrite it in the block form:

XBSB + SBXB + XV ST
V + SV XT

V = 2µWB

XBSV + SBXV + XV SN + SV XN = 2µWV

XNSN + SNXN + XT
V SV + ST

V XV = 2µWN

(4.50)

Because (X(µ), y(µ),S(µ)) satisfies the system above for µ > 0, we have that for any
ρ > 0 the triple (X̃(ρ), ỹ(ρ), S̃(ρ)) satisfies

X̃B(ρ)S̃B(ρ) + S̃B(ρ)X̃B(ρ) + X̃V (ρ)S̃V (ρ)T + S̃V (ρ)X̃V (ρ)T = 2WB

X̃B(ρ)S̃V (ρ) + ρ2S̃B(ρ)X̃V (ρ) + X̃V (ρ)S̃N (ρ) + ρ2S̃V (ρ)X̃N (ρ) = 2ρWV

X̃N (ρ)S̃N (ρ) + S̃N (ρ)X̃N (ρ) + X̃V (ρ)T S̃V (ρ) + S̃V (ρ)T X̃V (ρ) = 2WN

(4.51)

If we put ρ := ρk and take the limit k → ∞ in the equations above we find that

X̃∗
BS̃∗

B + S̃∗
BX̃∗

B = 2WB ≻ 0

X̃∗
N S̃∗

N + S̃∗
N X̃∗

N = 2WN ≻ 0
(4.52)

Moreover, because of (4.30), we have that X̃∗
V = 0 and S̃∗

V = 0. Define the map F̃ 1 in
the following way:

F̃ 1(X̃, ỹ, S̃, ρ) =









Ψ(X̃, ỹ, S̃, ρ)

X̃BS̃B + S̃BX̃B + X̃V S̃T
V + S̃V X̃T

V − 2WB

X̃BS̃V + ρ2S̃BX̃V + X̃V S̃N + ρ2S̃V X̃N − 2ρWV

X̃N S̃N + S̃N X̃N + X̃T
V S̃V + S̃T

V X̃V − 2WN









,
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where Ψ is defined by (4.48). Obviously, for ρ > 0 (sufficiently small)

F̃ 1(X̃(ρ), ỹ(ρ), S̃(ρ), ρ) = 0,

and also
F̃ 1(X̃∗, ỹ∗, S̃∗, 0) = 0.

The Fréchet derivative of F̃ 1 with respect to (X̃, ỹ, S̃) at the point (X̃∗, ỹ∗, S̃∗, 0) is the
linear map given by

DF̃ 1(X̃∗, ỹ∗, S̃∗, 0)[△X̃,△ỹ,△S̃] =









DΨ(X̃∗, ỹ∗, S̃∗, 0)[△X̃,△ỹ,△S̃]

△X̃BS̃∗
B + △S̃BX̃∗

B + X̃∗
B△S̃B + S̃∗

B△X̃B

X̃∗
B△S̃V + △X̃V S̃∗

N

△X̃N S̃∗
N + △S̃NX̃∗

N + X̃∗
N△S̃N + S̃∗

N△X̃N









.

Lemma 4.2.4 DF̃ 1(X̃∗, ỹ∗, S̃∗, 0) is a nonsingular linear map.

Proof. Assume

DF̃ 1(X̃∗, ỹ∗, S̃∗, 0)[△X̃,△ỹ,△S̃] = 0 (4.53)

This implies

△X̃BS̃∗
B + △S̃BX̃∗

B + X̃∗
B△S̃B + S̃∗

B△X̃B = 0,

which is equivalent to

(I ⋆ S̃∗
B)svec(△X̃B) + (I ⋆ X̃∗

B)svec(△S̃B) = 0,

(see (A.2) in Appendix A.4). Since S̃∗
B ≻ 0 (Lemma 4.1.2), it holds I∗S̃∗

B ≻ 0. Therefore

svec(△X̃B) = −(I ∗ S̃∗
B)−1(I ∗ X̃∗

B)svec△S̃B .

By using Proposition 4.2.1 we obtain

0 = (svec△X̃B)T (svec△S̃B) = −(svec△S̃B)T (I ∗ X̃∗
B)(I ∗ S̃∗

B)−1(svec△S̃B)

From Lemma 4.1.2, (4.52) and Corollary A.4.4 it follows that

(I ∗ X̃∗
B)(I ∗ S̃∗

B)−1 ≻ 0

and hence △S̃B = 0 and △X̃B = 0.
Proposition 4.2.1 states that △X̃N • △S̃N = 0. Similarly one can obtain △S̃N = 0

and △X̃N = 0.
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Finally, from (4.53) we have that

X̃∗
B△S̃V + △X̃V S̃∗

N = 0

and therefore

△S̃V = −(X̃∗
B)−1△X̃V S̃∗

N .

By using Proposition 4.2.1 we obtain

0 = tr[(△X̃V )T△S̃V ] = −tr[(△X̃V )T (X̃∗
B)−1△X̃V S̃∗

N ] =

= −tr[(S̃∗
N )

1
2 (△X̃V )T (X̃∗

B)−1△X̃V (S̃∗
N )

1
2 ]

and hence △X̃V = 0 and △S̃V = 0.

2

Symmetrization X
1
2SX

1
2

Note that this part of the proof is adapted from [42], and is included in order to give
a complete analysis of the problem.

Consider the condition

X
1
2SX

1
2 = µW

which can be equivalently rewritten as the pair

YSY = µW,
Y2 = X.

Consider the normalized matrices X̃(ρ), S̃(ρ) given in (4.46), or (4.13), associated with
the weighted path functions X(µ), S(µ) for some weight W ∈ W2.

Let Un
BN be the vector space of all upper block triangular matrices with symmetric

diagonal blocks of dimensions |B| × |B| and |N | × |N | and L be the linear map Un
BN →

Rn×n defined as

L

(

(

YB YV

0 YN

)

)

=

(

0 0
YT

V 0

)

.

Define Ũ(ρ) ∈ Un
BN as

Ũ(ρ) =

(

YB(ρ2) YV (ρ2)/ρ
0 YN (ρ2)/ρ

)

.
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From Proposition 4.1.2 and Proposition 4.1.3 it follows that for any sequence {ρk} → 0
the sequence

(X̃(ρk), Ũ(ρk), ỹ(ρk), S̃(ρk))

is bounded and hence we may assume that the limit limk→∞(X̃(ρk), Ũ(ρk), ỹ(ρk), S̃(ρk)) =
(X̃∗, Ũ∗, ỹ∗, S̃∗) exists. It can be easily seen that

(Ũ(ρ) + ρL(Ũ(ρ)))S̃(ρ)(Ũ(ρ) + ρL(Ũ(ρ)))T = W

(Ũ(ρ) + ρL(Ũ(ρ)))T (Ũ(ρ) + ρL(Ũ(ρ))) = X̃(ρ).
(4.54)

Define the map F̃ 2 in the following way:

F̃ 2(X̃, Ũ, ỹ, S̃, ρ) =





Ψ(X̃, ỹ, S̃, ρ)

(Ũ + ρL(Ũ))S̃(Ũ + ρL(Ũ))T − W

(Ũ + ρL(Ũ))T (Ũ + ρL(Ũ)) − X̃



 ,

where Ψ is defined by (4.48). Obviously for ρ > 0 (sufficiently small)

F̃ 2(X̃(ρ), Ũ(ρ), ỹ(ρ), S̃(ρ), ρ) = 0

and
F̃ 2(X̃∗, Ũ∗, ỹ∗, S̃∗, 0) = 0.

The Fréchet derivative of F̃ 2 with respect to (X̃, Ũ, ỹ, S̃) at the point (X̃∗, Ũ∗, ỹ∗, S̃∗, 0)
is the linear map given as

DF̃ 2(X̃∗, Ũ∗, ỹ∗, S̃∗, 0)[△X̃,△Ũ,△ỹ,△S̃] =

=





DΨ(X̃∗, ỹ∗, S̃∗, 0)[△X̃,△ỹ,△S̃]

△ŨS̃∗(Ũ∗)T + Ũ∗△S̃(Ũ∗)T + Ũ∗S̃∗(△Ũ)T

(△Ũ)T Ũ∗ + (Ũ∗)T△Ũ−△X̃



 .

The following lemma is a consequence of Lemma 3.8 and Lemma 3.9 of [42] and can be
proved using a similar technique like Lemma 3.2.1 or Lemma 3.2.2.

Lemma 4.2.5 Let γ ∈ 〈0, 1√
2
), and let U ∈ Un

BN and S ∈ Sn be such that UB ≻ 0,

UN ≻ 0 and ‖USUT −νI‖2 ≤ γν for some ν > 0. Then for △U ∈ Un
BN and △X,△S ∈

Sn the following implication holds:

△USUT + U△SUT + US△UT = 0
△UT U + UT△U = △X

△X • △S = 0







⇒ △U = △X = △S = 0. (4.55)
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Corollary 4.2.1 Let U ∈ Un
BN and S ∈ Sn be such that UB ≻ 0, UN ≻ 0. If there

exists ν > 0 such that ‖USUT − νI‖2 <
ν√
2
, then (4.55) holds.

The following lemma directly follows from (4.49) and Corollary 4.2.1.

Lemma 4.2.6 DF̃ 2(X̃∗, Ũ∗, ỹ∗, S̃∗, 0) is a nonsingular linear map.

Proof. Assume

DF̃ 2(X̃∗, Ũ∗, ỹ∗, S̃∗, 0)[△X̃,△Ũ,△ỹ,△S̃] = 0.

From (4.49) it follows that △X̃ • △S̃ = 0. By inserting ρ = ρk into the first equation of
(4.54) and by taking the limit k → ∞ we obtain that Ũ∗S̃∗(Ũ∗)T = W. Since W ∈ W 1

√

2

and Ũ∗
B ≻ 0, Ũ∗

N ≻ 0 (due to Lemma 4.1.2), the assumptions of the Corollary 4.2.1 are
satisfied. Threfore △Ũ = 0,△X̃ = 0,△S̃ = 0. Assumption (A1) yields △ỹ.

2

Symmetrization LX
TSLX

Consider the condition
LX

TSLX = µW

from (3.1), which can be rewritten equivalently as the pair

LTSL = µW,
LLT = X

Consider the normalized matrices X̃(ρ), S̃(ρ) defined in (4.46), or (4.13), which are as-
sociated to the weighted path functions X(µ),S(µ) with a fixed weight W (from W 1

√

2

or Dn
++). Define

L̃(ρ) :=

(

LB(ρ2) 0
LV (ρ2)T /ρ LN (ρ2)/ρ

)

Lemma 4.2.7 The systems

L(µ)TS(µ)L(µ) = µW
L(µ)L(µ)T = X(µ)

}

and
L̃(ρ)T S̃(ρ)L̃(ρ) = W

L̃(ρ)L̃(ρ)T = X̃(ρ)

}

are equivalent (for ρ =
√
µ > 0 sufficiently small).
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Proof follows from simple computation: we can rewrite the equality

L(µ)TS(µ)L(µ) = µW

as
L(ρ2)TS(ρ2)L(ρ2) = ρ2W.

However, by definition, the left-hand side is equal to

[

L̃B(ρ)T ρL̃V (ρ)

0 ρL̃N (ρ)T

] [

ρ2S̃B(ρ) ρS̃V (ρ)

ρS̃V (ρ) S̃N (ρ)

] [

L̃B(ρ) 0

ρL̃V (ρ)T ρL̃N (ρ)

]

=

= ρ2L̃(ρ)T S̃(ρ)L̃(ρ).

Similarly, the equality
L(µ)L(µ)T = X(µ)

can be rewritten as
L(ρ2)L(ρ2)T = X(ρ2),

or
[

L̃B(ρ) 0

ρL̃V (ρ)T ρL̃N (ρ)

] [

L̃B(ρ)T ρL̃V (ρ)

0 ρL̃N (ρ)T

]

=

[

X̃B(ρ) ρX̃V (ρ)

ρX̃T
V (ρ) ρ2X̃N (ρ)

]

,

which is equivalent to L̃(ρ)L̃(ρ)T = X̃(ρ).

2

From Proposition 4.1.2 and Proposition 4.1.4 it follows that for any sequence ρk → 0 is

(X̃(ρk), L̃(ρk), ỹ(ρk), S̃(ρk))

bounded, so we may assume that the limit

lim
k→∞

(X̃(ρk), L̃(ρk), ỹ(ρk), S̃(ρk)) = (X̃∗, L̃∗, ỹ∗, S̃∗)

exists. By taking the limits ρk → 0 in the equalities

L̃(ρk)
T S̃(ρk)L̃(ρk) = W

L̃(ρk)
T L̃(ρk) = X̃(ρk)

we obtain that
(L̃∗)T S̃∗L̃∗ = W

L̃∗(L̃∗)T = X̃∗.
(4.56)
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Since W ≻ 0, we have that L̃∗ ∈ Ln
++ and S̃∗, X̃∗ ≻ 0.

Define the map F̃ 3 in the following way:

F̃ 3(X̃, L̃, ỹ, S̃, ρ) =





Ψ(X̃, ỹ, S̃, ρ)

L̃T S̃L̃ − W

L̃L̃T − X̃



 ,

where Ψ is defined by (4.48). Obviously for ρ > 0 (sufficiently small) it holds

F̃ 3(X̃(ρ), L̃(ρ), ỹ(ρ), S̃(ρ), ρ) = 0

and

F̃ 3(X̃∗, L̃∗, ỹ∗, S̃∗, 0) = 0.

The Fréchet derivative of F̃ 3 with respect to (X̃, L̃, ỹ, S̃) at the point (X̃∗, L̃∗, ỹ∗, S̃∗, 0)
is the linear map given as

DF̃ 3(X̃∗, L̃∗, ỹ∗, S̃∗, 0)[△X̃,△L̃,△ỹ,△S̃] =

=





DΨ(X̃∗, ỹ∗, S̃∗, 0)[△X̃,△ỹ,△S̃]

△L̃S̃∗(L̃∗)T + L̃∗△S̃(L̃∗)T + L̃∗S̃∗(△L̃)T

(△L̃)T L̃∗ + (L̃∗)T△L̃ −△X̃





Lemma 4.2.8 DF̃ 3(X̃∗, L̃∗, ỹ∗, S̃∗, 0) is a nonsingular linear map.

Proof. Assume

DF̃ 3(X̃∗, L̃∗, ỹ∗, S̃∗, 0)[△X̃,△L̃,△ỹ,△S̃] = 0

From (4.49) we have that △X̃ •△S̃ = 0. Due to (4.56), the case W ∈ Dn
++ follows from

Proposition 3.2.4 and the case W ∈ M 1
√

2
follows from Corollary 3.2.2.

2

4.2.4 Analyticity of weighted path as a function of
√

µ at µ = 0

The aim of this section is to prove the following proposition.

Proposition 4.2.2 Let j ∈ {1, 2, 3}. Then the weighted path (X(µ), y(µ),S(µ)) is an
analytic function of ρ =

√
µ for all µ ≥ 0 (sufficiently small).
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Proof. Assume j=1. Recall that F̃ 1 : Sn × Rm × Sn × R → Rm × Sn × Sn is an
analytic function of (X̃, ỹ, S̃, ρ) such that

1. There exists (X̃∗, ỹ∗, S̃∗, 0) such that F̃ 1(X̃∗, ỹ∗, S̃∗, 0) = 0,

2. The Fréchet derivative of the map F̃ 1 with respect to (X̃, ỹ, S̃) is nonsingular in
(X̃∗, ỹ∗, S̃∗, 0)—see Lemma 4.2.4.

Now we can apply the implicit function theorem to obtain that there exists a neighbor-
hood I of ρ = 0, a neighborhood U of (X̃∗, ỹ∗, S̃∗) and an analytic function

(X̂, ŷ, Ŝ) : I → U
such that

(X̂, ŷ, Ŝ)(0) = (X̃∗, ỹ∗, S̃∗)

and
F̃ 1((X̂, ŷ, Ŝ)(ρ), ρ) = 0 ∀ρ ∈ I. (4.57)

There exists k̄ > 0 such that for all k ≥ k̄: ρk ∈ I, (X̃(ρk), ỹ(ρk), S̃(ρk)) ∈ U and
therefore

(X̂, ŷ, Ŝ)(ρk) = (X̃(ρk), ỹ(ρk), S̃(ρk)) ∀k ≥ k̄.

However, sice (X̃(ρ), ỹ(ρ), S̃(ρ)) and (X̂, ŷ, Ŝ)(ρ) are solutions of (4.57) for ρ > 0, we
have that

(X̃(ρ), ỹ(ρ), S̃(ρ)) = (X̂, ŷ, Ŝ)(ρ) ∀ρ ∈ I ∩ (0,∞)

by the uniqueness of positive definite solutions. Thus the function (X̃(ρ), ỹ(ρ), S̃(ρ)) is
analytically extendable to ρ = 0 by prescription

(X̃(0), ỹ(0), S̃(0)) = (X̂, ŷ, Ŝ)(0) = (X̃∗, ỹ∗, S̃∗).

Therefore also the function (X(ρ), y(ρ),S(ρ)) is analytically extendable to ρ = 0.
Assume j = 2 and consider the map F̃ 2. Using similar arguments as in the case

j = 1 and Lemma 4.2.6 it can be shown that the function (X̃(ρ), Ũ(ρ), ỹ(ρ), S̃(ρ)) can
be analytically extended to ρ = 0 by prescription

(X̃(0), Ũ(0), ỹ(0), S̃(0)) = (X̃∗, Ũ∗, ỹ∗, S̃∗).

Therefore also the function (X(ρ), y(ρ),S(ρ)) is analytically extendable to ρ = 0.
Let j = 3 and consider the map F̃ 3. Similarly as in the case of the map F̃ 1, using

Lemma 4.2.8 it can be shown that the function (X̃(ρ), L̃(ρ), ỹ(ρ), S̃(ρ)) can be analyti-
cally extended to ρ = 0 by prescription

(X̃(0), L̃(0), ỹ(0), S̃(0)) = (X̃∗, L̃∗, ỹ∗, S̃∗).

Therefore also the function (X(ρ), y(ρ),S(ρ)) is analytically extendable to ρ = 0.

2
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4.2.5 Introduction of new normalized matrices and transformation of
feasibility conditions

Lemma 4.2.9 Let j ∈ {1, 2, 3} be arbitrary and assume WV = 0 if j 6= 1. Then

XV (µ) = O(µ), SV (µ) = O(µ).

Moreover, if j = 2, then YV (µ) = O(µ) and if j = 3, then LV (µ) = O(µ).

Proof. Since limρ→0(X̃V (ρ), S̃V (ρ)) = (0, 0), the Taylor series expansions of X̃V (ρ),
S̃V (ρ), which are analytic functions of ρ for ρ ≥ 0 sufficiently small, have the form

X̃V (ρ) = ρ

∞
∑

i=0

Piρ
i, S̃V (ρ) = ρ

∞
∑

i=0

Qiρ
i.

This implies

XV (µ) = ρX̃V (ρ) = ρO(ρ) = O(ρ2) = O(µ). (4.58)

Similarly, it can be shown that SV (µ) = O(µ).
Moreover, assume j = 2. It holds

XV (µ) = YB(µ)YV (µ) + YV (µ)YN (µ).

From the asymptotic behavior given in Proposition 4.1.6 (YB(µ) = Θ(1)) it follows that
YB(µ)−1 = O(1). Therefore we have

‖YV (µ)‖F = ‖YB(µ)−1XV (µ) − YB(µ)−1YV (µ)YN (µ)‖F ≤

≤ ‖YB(µ)−1XV (µ)‖F + ‖YB(µ)−1YV (µ)YN (µ)‖F = O(µ)

where the last equality follows from (4.58) and Proposition 4.1.3.

Finally, if j = 3, by XV (µ) = LB(µ)LV (µ) and the asymptotic behavior XV (µ) =
O(µ) and LB(µ) = Θ(1) we obtain LV (µ) = O(µ).

2

From now we will assume that WV = 0 whenever considering the case j = 2 or
j = 3.

From Lemma 4.2.9 it follows that the path matrices posses the following asymptotic
behavior:

X(µ) =

(

Θ(1) O(µ)
O(µ) Θ(µ)

)

, S(µ) =

(

Θ(µ) O(µ)
O(µ) Θ(1)

)

. (4.59)
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Moreover, for L(µ) = LX(µ) and Y(µ) = [X(µ)]
1
2 we obtain

L(µ) =

(

Θ(1) 0
O(µ) Θ(

√
µ)

)

, Y(µ) =

(

Θ(1) O(µ)
O(µ) Θ(

√
µ)

)

. (4.60)

This asymptotic behavior naturally implies the following definition new normalized ma-
trices:

X̄(µ) :=

(

XB(µ) XV (µ)/µ
XV (µ)T /µ XN (µ)/µ

)

, S̄(µ) =

(

SB(µ)/µ SV (µ)/µ
SV (µ)T /µ SN (µ)

)

and

L̄(µ) :=

(

LB(µ) 0
LV (µ)T /µ LN (µ)/

√
µ

)

, Ȳ(µ) :=

(

YB(µ) YV (µ)/µ
YV (µ)T /µ YN (µ)/

√
µ

)

.

Define

v̄ =





svec(X̄B)
ȳ

svec(S̄N )



 , w̄ =

[

vec(X̄V )
vec(S̄V )

]

, z̄ =

[

svec(X̄N )
svec(S̄B)

]

and rewrite the system (4.39) using the new normalized matrices:

P̃1v̄ + µQ̃1w̄ + µR̃1z̄ = d̃1 + µ△d̃1,

µQ̃2w̄ + µR̃2z̄ = d̃2 + µ△d̃2,

µR̃3z̄ = d̃3 + µ△d̃3.

(4.61)

From the asymptotic behavior given in (4.59) it follows that

X̄(µ) = O(1), S̄(µ) = O(1)

and therefore for any sequence {µk} → 0 the matrices X̄(µk), S̄(µk) and also the associ-
ated vector y(µk) = ȳ(µk) are bounded, so we may assume that the limit

lim
k→∞

(X̄(µk), ȳ(µk), S̄(µk)) = (X̄∗, ȳ∗, S̄∗)

exists. Inserting µ = µk, X̄ = X̄(µk), ȳ = ȳ(µk), S̄ = S̄(µk) into the system (4.61) and
letting k → ∞ we obtain that d̃2 = 0 and d̃3 = 0. Hence the system (4.61) has the form

P̃1v̄ + µQ̃1w̄ + µR̃1z̄ = d̃1 + µ△d̃1,

Q̃2w̄ + R̃2z̄ = △d̃2,

R̃3z̄ = △d̃3.
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Define the map Ψ̄ in the following way

Ψ̄(X̄, ȳ, S̄, µ) =





P̃1v̄ + µQ̃1w̄ + µR̃1z̄ − d̃1 + µ△d̃1

Q̃2w̄ + R̃2z̄ −△d̃2

R̃3z̄ −△d̃3



 . (4.62)

The Fréchet derivative of Ψ̄ with respect to variables (X̄, ȳ, S̄) at the point (X̄∗, ȳ∗, S̄∗, 0)
is

DΨ̄(X̄∗, ȳ∗, S̄∗, 0)[△X̄,△ȳ,△S̄] =





P̃1△v̄
Q̃2△w̄ + R̃2△z̄

R̃3△z̄





where

△v̄ =





svec(△X̄B)
△ȳ

svec(△S̄N )



 , △w̄ =

[

vec(△X̄V )
vec(△S̄V )

]

, △z̄ =

[

svec(△X̄N )
svec(△S̄B)

]

.

4.2.6 Introduction of normalized system and nonsingularity of Fréchet
derivatives (II)

Symmetrization (XS + SX)/2

Consider the last condition XS + SX = 2µW in the system (3.1), for which the
block representation was given in (4.50). Because (X(µ), y(µ),S(µ)) satisfies the system
(4.50) for µ > 0 (sufficiently small), we have that the triple (X̄(µ), ȳ(µ), S̄(µ)) satisfies

X̄B(µ)S̄B(µ) + S̄B(µ)X̄B(µ) + µX̄V (µ)S̄V (µ)T + µS̄V (µ)X̄V (µ)T = 2WB ,
X̄B(µ)S̄V (µ) + µS̄B(µ)X̄V (µ) + X̄V (µ)S̄N (µ) + µS̄V (µ)X̄N (µ) = 2WV ,

X̄N (µ)S̄N (µ) + S̄N (µ)X̄N (µ) + µX̄V (µ)T S̄V (µ) + µS̄V (µ)T X̄V (µ) = 2WN .
(4.63)

If we put µ := µk and take the limit k → ∞ in the equations above we find that

X̄∗
BS̄∗

B + S̄∗
BX̄∗

B = 2WB ≻ 0
X̄∗

BS̄∗
V + X̄∗

V S̄∗
N = 2WV

X̄∗
N S̄∗

N + S̄∗
N X̄∗

N = 2WN ≻ 0
(4.64)

Define the map F̄ 1 in the following way:

F̄ 1(X̄, ȳ, S̄, µ) =









Ψ̄(X̄, ȳ, S̄, µ)
X̄BS̄B + S̄BX̄B + µX̄V S̄T

V + µS̄V X̄T
V − 2WB

X̄BS̄V + µS̄BX̄V + X̄V S̄N + µS̄V X̄N − 2WV

X̄N S̄N + S̄NX̄N + µX̄T
V S̄V + µS̄T

V X̄V − 2WN









,
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where Ψ̄ is defined (4.62). Obviously, for µ > 0 (sufficiently small)

F̄ 1(X̄(µ), ȳ(µ), S̄(µ), µ) = 0, (4.65)

and also

F̄ 1(X̄∗, ȳ∗, S̄∗, 0) = 0. (4.66)

The Fréchet derivative of F̄ 1 with respect to (X̄, ȳ, S̄) at the point (X̄∗, ȳ∗, S̄∗, 0) is the
linear map given by

DF̄ 1(X̄∗, ȳ∗, S̄∗, 0)[△X̄,△ȳ,△S̄] =









DΨ̄(X̄∗, ȳ∗, S̄∗, 0)[△X̄,△ȳ,△S̄]
△X̄BS̄∗

B + △S̄BX̄∗
B + X̄∗

B△S̄B + S̄∗
B△X̄B

△X̄BS̄∗
V + △X̄V S̄∗

N + X̄∗
B△S̄V + X̄∗

V △S̄N

△X̄N S̄∗
N + △S̄NX̄∗

N + X̄∗
N△S̄N + S̄∗

N△X̄N









.

Lemma 4.2.10 DF̄ 1(X̄∗, ȳ∗, S̄∗, 0) is a nonsingular linear map.

Proof. Assume

DF̄ 1(X̄∗, ȳ∗, S̄∗, 0)[△X̄,△ȳ,△S̄] = 0. (4.67)

From the first equation of (4.67) and Proposition 4.2.1 (b) it follows that △X̄B•△S̄B = 0
and △X̄N • △S̄N = 0. Using similar arguments as in the proof of Lemma 4.2.4 it can
be shown that △X̄B = 0, △X̄N = 0, △S̄B = 0, △S̄N = 0. This fact together with the
third equation in (4.67) yield

△X̄V S̄∗
N + X̄∗

B△S̄V = 0. (4.68)

Moreover, from Proposition 4.2.1 (b) we now have that △X̄V • △S̄V = 0. Similarly as
in the proof of Lemma 4.2.4 it can be shown that this fact together with (4.68) imply
△X̄V = 0, △S̄V = 0. Finally, Assumption (A1) yields △ȳ = 0.

2

Symmetrization X
1
2SX

1
2

Consider the condition

X
1
2SX

1
2 = µW

again, or equivalently

YSY = µW,
Y2 = X,
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which can be rewritten in the following block form:

YBSBYB + YV ST
V YB + YBSV YT

V + YV SNYT
V = µWB,

YBSBYV + YV ST
V YV + YBSV YN + YV SNYN = 0,

YT
V SBYV + YNST

V YV + YT
V SV YN + YNSNYN = µWN ,

Y2
B + YV YT

V = XB,
YBYV + YV YN = XV ,

Y2 + YT
V YV = XN ,

Because (X(µ),Y(µ), y(µ),S(µ)) satisfies the system above for µ > 0 (sufficiently small),
we have that the triple (X̄(µ), Ȳ(µ), ȳ(µ), S̄(µ)) satisfies

ȲB(µ)S̄B(µ)ȲB(µ) + µȲV (µ)S̄V (µ)T ȲB(µ)
+µȲB(µ)S̄V (µ)ȲV (µ)T + µȲV (µ)S̄N (µ)ȲV (µ)T = WB ,√

µȲB(µ)S̄B(µ)ȲV (µ) + µ
√
µȲV (µ)S̄V (µ)T ȲV (µ)+

ȲB(µ)S̄V (µ)ȲN (µ) + ȲV (µ)S̄N (µ)ȲN (µ) = 0,
µ2ȲV (µ)T S̄B(µ)ȲV (µ) + µȲN (µ)S̄V (µ)T ȲV (µ)+

µȲV (µ)T S̄V (µ)ȲN (µ) + ȲN (µ)S̄N (µ)ȲN (µ) = WN ,
ȲB(µ)2 + µ2ȲV (µ)ȲV (µ)T = X̄B(µ),

ȲB(µ)ȲV (µ) +
√
µȲV (µ)ȲN (µ) = X̄V (µ),

ȲN (µ)2 + µȲV (µ)T ȲV (µ) = X̄N (µ),

(4.69)

From (4.59) and (4.60) it follows that for any sequence {µk} → 0 the sequence

(X̄(µk), Ȳ(µk), ȳ(µk), S̄(µk))

is bounded, so we may assume that the limit

lim
k→∞

(X̄(µk), Ȳ(µk), ȳ(µk), S̄(µk)) = (X̄∗, Ȳ∗, ȳ∗, S̄∗)

exists. Define the map F̄ 2 in the following way

F̄ 2(X̄, Ȳ, ȳ, S̄, µ) =





















Ψ̄(X̄, ȳ, S̄, µ)
ȲBS̄BȲB + µȲV S̄T

V
ȲB + µȲBS̄V ȲT

V
+ µȲV S̄NȲT

V
− WB√

µȲBS̄BȲV + µ
√
µȲV S̄T

V
ȲV + ȲBS̄V ȲN + ȲV S̄NȲN

µ2ȲT

V
S̄BȲV + µȲN S̄T

V
ȲV + µȲT

V
S̄V ȲN + ȲN S̄NȲN − WN

Ȳ2

B
+ µ2ȲV ȲT

V
− X̄B

ȲBȲV +
√
µȲV ȲN − X̄V

Ȳ2

N
+ µȲT

V
ȲV − X̄N





















,

where Ψ̄ is defined in (4.62). For µ > 0 sufficiently small it holds that

F̄ 2(X̄(µ), Ȳ(µ), ȳ(µ), S̄(µ), µ) = 0 (4.70)
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and
F̄ 2(X̄∗, Ȳ∗, ȳ∗, S̄∗, 0) = 0. (4.71)

The Fréchet derivative of F̄ 2 with respect to (X̄, Ȳ, ȳ, S̄) at the point (X̄∗, Ȳ∗, ȳ∗, S̄∗, 0)
is the linear map given by

DF̄ 2(X̄∗, Ȳ∗, ȳ∗, S̄∗, 0)[△X̄,△Ȳ,△ȳ,△S̄] =





















DΦ̄((X̄∗, ȳ∗, S̄∗, 0)[△X̄,△ȳ,△S̄]
△ȲBS̄∗

B
Ȳ∗

B
+ Ȳ∗

B
△S̄BȲ∗

B
+ Ȳ∗

B
S̄∗

B
△ȲB

△ȲBS̄∗

V
Ȳ∗

N
+ Ȳ∗

B
△S̄V Ȳ∗

N
+ Ȳ∗

B
S̄∗

V
△ȲN + △ȲV S̄∗

N
Ȳ∗

N
+ Ȳ∗

V
△S̄NȲ∗

N
+ Ȳ∗

V
S̄∗

N
△ȲN

△ȲN S̄∗

N
Ȳ∗

N
+ Ȳ∗

N
△S̄NȲ∗

N
+ Ȳ∗

N
S̄∗

N
△ȲN

△ȲBȲ∗

B
+ Ȳ∗

B
△ȲB −△X̄B

△ȲBȲ∗

V
+ Ȳ∗

B
△ȲV −△X̄V

△ȲNȲ∗

N
+ Ȳ∗

N
△ȲN −△X̄N





















Lemma 4.2.11 DF̄ 2(X̄∗, Ȳ∗, ȳ∗, S̄∗, 0)[△X̄,△Ȳ,△ȳ,△S̄] is a nonsingular linear map.

Proof. Assume

DF̄ 2(X̄∗, Ȳ∗, ȳ∗, S̄∗, 0)[△X̄,△Ȳ,△ȳ,△S̄] = 0. (4.72)

We will show that [△X̄,△Ȳ,△ȳ,△S̄] = [0, 0, 0, 0]. If we put µ = µk in the system (4.69),
then by taking the limit k → ∞ we obtain that

Ȳ∗
BS̄∗

BȲ∗
B = WB, Ȳ∗

N S̄∗
NȲ∗

N = WN . (4.73)

Because W ∈ M 1
√

2
, we have also that WB ∈ M 1

√

2
and WN ∈ M 1

√

2
. From the first

equation of (4.72) and Proposition 4.2.1 (b) we have that

△X̄B • △S̄B = 0, △X̄N • △S̄N = 0. (4.74)

We can apply Corollary 3.2.1 and obtain that △X̄B = 0, △X̄N = 0, △ȲB = 0, △ȲN =
0, △S̄B = 0, △S̄N = 0. These equalities together with (4.72) imply

Ȳ∗
B△S̄V Ȳ∗

N + △ȲV S̄∗
N Ȳ∗

N = 0, Ȳ∗
B△ȲV −△X̄V = 0

or, since Ȳ∗
N ≻ 0,

Ȳ∗
B△S̄V + △ȲV S̄∗

N = 0, Ȳ∗
B△ȲV = △X̄V .

From Proposition 4.2.1 (b) we now have that △X̄V •△S̄V = 0, which, together with the
equalities above, yields

0 = −△X̄V • △S̄V = −tr(△X̄T
V △S̄V ) = −tr(△ȲT

V Ȳ∗
B△S̄V ) =
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= tr(△ȲT
V Ȳ∗

B(Ȳ∗
B)−1△ȲV S̄∗

N ) = tr(△ȲV S̄∗
N△ȲT

V ).

The matrix in the last brace is positive semidefinite and hence from Proposition A.2.2,
Proposition A.1.5 (c) and positive definitnes of S̄∗

N it follows △ȲV = 0. Therefore also
△X̄V = △S̄V = 0. Assumption (A1) gives △ȳ = 0.

2

Symmetrization LXSLX

Consider the condition
LX

TSLX = µW

again, or equivalently
LTSL = µW,

LLT = X,

which can be rewritten in the following block form:

LT
BSBLB + LV ST

V LB + LT
BST

V LT
V + LV SNLT

V = µWB,
LT

BSV LN + LV SNLN = 0,
LT

NSNLN = µWN ,
LBLT

B = XB ,
LBLV = XV ,

LNLT
N + LT

V LV = XN .

Because (X(µ),L(µ), y(µ),S(µ)) satisfies the system above for µ > 0 (sufficiently small),
we have that the triple (X̄(µ), L̄(µ), ȳ(µ), S̄(µ)) satisfies

L̄B(µ)T S̄B(µ)L̄B(µ) + µL̄V (µ)S̄V (µ)T L̄B(µ)+
µL̄B(µ)T S̄V (µ)T L̄V (µ)T + µL̄V (µ)S̄N (µ)L̄V (µ)T = WB ,

L̄B(µ)T S̄V (µ)L̄N (µ) + L̄V (µ)S̄N (µ)L̄N (µ) = 0,
L̄N (µ)T S̄N (µ)L̄N (µ) = µWN ,

L̄B(µ)L̄B(µ)T = XB(µ),
L̄B(µ)L̄V (µ) = XV (µ),

L̄N (µ)L̄N (µ)T + µL̄V (µ)T L̄V (µ) = XN (µ).

(4.75)

From (4.59) and (4.59) it follows that for any sequence {µk} → 0 the sequence

(X̄(µk), L̄(µk), ȳ(µk), S̄(µk))

is bounded, so we may assume that the limit

lim
k→∞

(X̄(µk), L̄(µk), ȳ(µk), S̄(µk)) = (X̄∗, L̄∗, ȳ∗, S̄∗)
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exists. Define the map F̄ 3 in the following way

F̄ 3(X̄, L̄, ȳ, S̄, µ) =





















Ψ̄(X̄, ȳ, S̄, µ)
L̄T

B
S̄BL̄B + µL̄V S̄T

V
L̄B + µL̄T

B
S̄T

V
L̄T

V
+ µL̄V S̄N L̄T

V
− WB

L̄T

B
S̄V L̄N + L̄V S̄N L̄N

L̄T

N
S̄N L̄N − µWN

L̄BL̄T

B
− XB

L̄BL̄V − XV

L̄N L̄T

N
+ µL̄T

V
L̄V − XN





















where Ψ̄ is defined in Section 4.2.5. For µ > 0 sufficiently small it holds, that

F̄ 3(X̄(µ), L̄(µ), ȳ(µ), S̄(µ), µ) = 0 (4.76)

and
F̄ 3(X̄∗, L̄∗, ȳ∗, S̄∗, 0) = 0. (4.77)

The Fréchet derivative of F̄ 3 with respect to (X̄, L̄, ȳ, S̄) at the point X̄∗, L̄∗, ȳ∗, S̄∗, 0)
is the linear map given by

DF̄ 3(X̄∗, L̄∗, ȳ∗, S̄∗, 0)[△X̄,△L̄,△ȳ,△S̄] =




















DΦ̄((X̄∗, ȳ∗, S̄∗, 0)[△X̄,△ȳ,△S̄]
△L̄T

B
S̄∗

B
L̄∗

B
+ (L̄∗

B
)T△S̄BL̄∗

B
+ (L̄∗

B
)T S̄∗

B
△L̄B

△L̄BS̄∗

V
L̄∗

N
+ (L̄∗

B
)T△S̄V L̄∗

N
+ (L̄∗

B
)T S̄∗

V
△L̄N + △L̄V S̄∗

N
L̄∗

N
+ (L̄∗

V
)T△S̄N L̄∗

N
+ (L̄∗

V
)T S̄∗

N
△L̄N

△L̄N S̄∗

N
L̄∗

N
+ (L̄∗

N
)T△S̄N L̄∗

N
+ (L̄∗

N
)T S̄∗

N
△L̄N

△L̄B(L̄∗

B
)T + L̄∗

B
△L̄T

B
−△X̄B

△L̄BL̄∗

V
+ L̄∗

B
△L̄V −△X̄V

△L̄N (L̄∗

N
)T + L̄∗

N
△L̄N −△X̄N





















Lemma 4.2.12 DF̄ 3(X̄∗, L̄∗, ȳ∗, S̄∗, 0)[△X̄,△L̄,△ȳ,△S̄] is a nonsingular linear map.

Proof. Assume

DF̄ 3(X̄∗, L̄∗, ȳ∗, S̄∗, 0)[△X̄,△L̄,△ȳ,△S̄] = 0. (4.78)

We will show that [△X̄,△L̄,△ȳ,△S̄] = [0, 0, 0, 0]. If we put µ = µk in the system (4.75),
then by taking the limit k → ∞ we obtain that

(L̄∗
B)T S̄∗

BL̄B = WB, (L̄∗
N )T S̄∗

N L̄N = WN . (4.79)

Since if W ∈ M 1
√

2
, we have also that WB ∈ M 1

√

2
and WN ∈ M 1

√

2
. Similarly, if

W ∈ Dn
++, then the blocks WB ,WN are also positive diagonal matrices. From the first

equation of (4.78) and Proposition 4.2.1 (b) we have that

△X̄B • △S̄B = 0, △X̄N • △S̄N = 0. (4.80)
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By applying Corollary 3.2.2 in the case of W ∈ M 1
√

2
or Proposition 3.2.4 in the case

W ∈ Dn
++ we obtain that △X̄B = △X̄N = 0, △L̄B = △L̄N = 0, △S̄B = △S̄N = 0.

These equalities, together with (4.78) imply

(L̄∗
B)T△S̄V L̄∗

N + △L̄V S̄∗
N L̄∗

N = 0, L̄∗
B△L̄V −△X̄V = 0

or, since L̄∗
N ∈ Ln

++,

(L̄∗
B)T△S̄V + △L̄V S̄∗

N = 0, L̄∗
B△L̄V = △X̄V .

From Proposition 4.2.1 (b) we now have that △X̄V •△S̄V = 0, which together with the
equalities above yield

0 = −△X̄V • △S̄V = −tr(△X̄T
V △S̄V ) = −tr(△L̄T

V (L̄∗
B)T△S̄V ) =

= tr(△L̄T
V (L̄∗

B)T (L̄∗
B)−T△L̄V S̄∗

N ) = tr(△L̄V S̄∗
N△L̄T

V ).

Because the matrix in the last brace is positive semidefinite and S̄∗
N ≻ 0 and because of

Proposition A.2.2 we have that △L̄V = 0. Therefore also △X̄V = △S̄V = 0. Assumption
(A1) gives △ȳ = 0.

2

4.2.7 Analyticity of weighted path as a function of µ at µ = 0

Proposition 4.2.3 3 Let j = 1. Then the weighted path (X(µ), y(µ),S(µ)) is an ana-
lytic function of µ for all µ ≥ 0 (sufficiently small).

Proof. From (4.65), (4.66) and Lemma 4.2.10 it follows that implicit function theorem
can be applied: there exists a neighborhood I of µ = 0 , a neighborhood U of (X̄∗, ȳ∗, S̄∗)
and an analytic function (X̂, ŷ, Ŝ) : I → U such that

(X̂, ŷ, Ŝ)(0) = (X̄(µ), ȳ(µ), S̄(µ))

and
F̄ 1((X̂, ŷ, Ŝ)(µ), µ) = 0 ∀µ ∈ I. (4.81)

There exists k̄ > 0 such that for all k ≥ k̄: µk ∈ I, (X̄(µk), ȳ(µk), S̄(µk)) ∈ U and
therefore

(X̂, ŷ, Ŝ)(µk) = (X̄(µk), ȳ(µk), S̄(µk)) ∀k ≥ k̄.

3This result was obtained by Preiss and Stoer [59] for weighted paths in linear complementarity
problems.
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However, sice (X̄(µ), ȳ(µ), S̄(µ)) and (X̂, ŷ, Ŝ)(µ) are solutions of (4.81) for µ > 0, we
have that

(X̄(µ), ȳ(µ), S̄(µ)) = (X̂, ŷ, Ŝ)(µ) ∀µ ∈ I ∩ (0,∞)

by the uniqueness of positive definite solutions. Thus the function (X̄(µ), ȳ(µ), S̄(µ)) is
analytically extendable to µ = 0 by prescription

(X̄(µ), ȳ(µ), S̄(µ)) = (X̂, ŷ, Ŝ)(0) = (X̄∗, ȳ∗, S̄∗).

Therefore also the path function (X(µ), y(µ),S(µ)) is analytically extendable to µ = 0.

2

Lemma 4.2.13 Let j ∈ {2, 3} and assume WV 6= 0. Then dXV (µ)
dµ

and dSV (µ)
dµ

are not
bounded as µ→ 0.

Proof. Compute

dXV (µ)

dµ
=
d[ρX̃V (ρ)]

dµ
=
dρ

dµ
X̃V (ρ) + ρ

dX̃V (ρ)

dµ
=

1

2
√
µ

[

X̃V (ρ) + ρ
dX̃V (ρ)

dρ

]

. (4.82)

dX̃V (ρ) is an analytic function of ρ at ρ = 0 (see the proof of Proposition 4.2.2). There-

fore dX̃V (ρ)
dρ

is bounded as ρ→ 0 and

lim
ρ→0

ρ
dX̃V (ρ)

dρ
= 0.

Hence if dXV (µ)
dµ

was bounded (as µ→ 0), then from (4.82) we have that

lim
ρ→0

X̃V (ρ) = 0.

But this implies WV = 0 (see Proposition 4.1.9 for j = 2 or Proposition 4.1.10 if j = 3),

which contradicts to the assumption. The statement for dSV (µ)
dµ

can be proved similarly.

2

Proposition 4.2.4 Let j ∈ {2, 3}. Then the associated weighted path (X(µ), y(µ),S(µ))
is an analytic function of µ for all µ ≥ 0 if and only if WV = 0.



4.2. ANALYTICITY OF WEIGHTED PATHS AT THE BOUNDARY POINT 99

Proof. Assume WV = 0. Using (4.70), (4.71), Lemma 4.2.11 and similar argu-
ments as in the case of the symmetrization Φ1, it can be shown, that the function
(X̄(µ), Ȳ(µ), ȳ(µ), S̄(µ)) can be analytically extended to µ = 0 by prescription

(X̄(0), Ȳ(0), ȳ(0), S̄(0)) = (X̄∗, Ȳ∗, ȳ∗, S̄∗)

Therefore also the path function (X(µ), y(µ),S(µ)) associated with the symmetrization
Φ2 is analytically extendable to µ = 0. Similarly, using (4.76), (4.77), Lemma 4.2.12 and
similar arguments as in the case of the symmetrization Φ1, it can be shown, that the
function (X̄(µ), L̄(µ), ȳ(µ), S̄(µ)) can be analytically extended to µ = 0 by prescription

(X̄(0), L̄(0), ȳ(0), S̄(0)) = (X̄∗, L̄∗, ȳ∗, S̄∗)

Therefore also the path function (X(µ), y(µ),S(µ)) associated with the symmetrization
Φ3 is analytically extendable to µ = 0. The reverse implication follows from Lemma
4.2.13 and properties of analytic functions.

2
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Chapter 5

Conclusion

In this thesis the weighted interior point paths in semidefinite programming were studied.
In the concrete, we focused on the existence, the asymptotic behavior and the analyticity
of the weighted paths at the boundary point. The main results included in this thesis
could be summarized as follows.

We presented a new and relatively simple proof of the existence of weighted central
paths associated with certain type of symmetrization map. These types of weighted
paths were studied for the nonlinear complementarity problems [51] where the result
was proved using the theory of local homeomorphic maps. In the work [58] the weighted
path for linear complementarity problems was studied, however only the one, associ-
ated with the AHO-symmetrization. The weighted path in SDP associated with the
Cholesky-type-symmetrization and positive diagonal weight was studied in the paper [7]
and the existence was shown by defining weighted logarithmic barrier functions. The
proof presented in the thesis is based on generalization of the result of [58] to all five
symmetrization maps and the assumptions for the existence are formulated in terms of
semidefinite programming. The main existence results are stated in Theorem 3.6.1 and
Corollary 3.6.3. It seems that this technique can be also used for proving the existence of
the weighted paths associated with the Cholesky symmetrization and weights included
in the more general set of weights defined in [9].

The second part consists of the results concerning the asymptotic behavior of the
weighted paths. These results were obtained under the assumption of the existence of
the strict complementary optimal solution and can be considered as the generalization
of the results of [59] (for the AHO-symmetrization) to all types of symmetrization maps.
Moreover the square root and the Cholesky factors of the weighted paths were studied.
The results concerning the O-notation and Θ-notation are stated in Proposition 4.1.2,
Proposition 4.1.3, Proposition 4.1.4, Proposition 4.1.5, Proposition 4.1.6 and Proposition

101
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4.1.7. Also the asymptotic behavior in o-notation was studied and it was shown that
this behavior depends not only on the symmetrization type but also on the type of the
weight matrix. Related results are stated in Proposition 4.1.9 and Proposition 4.1.10.
Summarization of the asymptotic behavior is given in Section 4.1.4. All properties
included in this part were useful for the analysis of the interior point algorithms and
analyticity of the weighted paths at the boundary point.

Finally, the analyticity of the weighted paths at the boundary point was analyzed
in this thesis. We followed the known results from this area: in the papers [59], [41] it
was shown that the weighted central path associated with AHO-symmetrization is an
analytic function of µ at µ = 0. The authors of [42] proved that the weighted path
associated with the square-root-type symmetrization is analytic at µ = 0 as a function
of

√
µ. Finally, in the work [8] it was shown that the weighted path associated with the

Cholesky-type symmetrization and positive diagonal weight is an analytic function of µ
at µ = 0. In this thesis the weighted path associated with Cholesky-type symmetrization
and a suitable symmetric positive definite weight was studied and it was proved that
this path is analytic at µ = 0 as a function of

√
µ (Propostion 4.2.2). As a consequence

we obtained that if the weight matrix is block diagonal, then the off-diagonal blocks of
the weighted path posses ”better” asymptotic behavior in O-notation and it was shown
that the same result holds for the path associated with square-root-type symmetrization
(Lemma 4.2.9). Moreover, it was shown that the weighted paths (associated with the
both, the square-root-type and Cholesky-type symmetrization) are analytic functions of
µ (at the boundary point) if and only if the weight matrix is block diagonal (Proposition
4.2.4). These results could be useful for the error bound and superlinear convergence
analysis of the interior point algorithms for SDP.



Appendix A

Useful facts from matrix theory

This appendix includes the properties of matrices that were needed in the previous parts
of this thesis. In the section A.1 we summarize the basic properties of real symmetric
and positive semidefinite matrices. Most of the statements can be found e.g. in [32], [81],
[18]. In the section A.2 we give some properties of the trace operator and two special
types of matrix norms (the Frobenius and the spectral norm). We mainly focus on the
properties concerning positive semidefinite matrices and include some special properties
taken from [59], [51]. More about general properties of matrix norms can be found
in [32]. The section A.3 includes basic properties of the Schur complement. More can be
found e.g. in [18,81]. In the section A.4 the definition and the review of the properties
of the symmetric Kronecker product is given. For more, see e.g. [33], [81] and [34] (here
one can find also an overview of its history and applications and complete proofs of the
mentioned properties). In the section A.5 we give some simple, however useful properties
of triangular matrices.

A.1 Symmetric and positive semidefinite matrices

We will denote Sn the vector space of all n× n real symmetric matrices. Obviously

dimSn =
n(n+ 1)

2
.

Theorem A.1.1 (Spectral Decomposition) Let A ∈ Sn. Then there exists an orthogonal
matrix Q ∈ Rn×n (QQT = I) and a (real) diagonal matrix D such that A = QDQT

and the diagonal entries of D are the eigenvalues of A.

103
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The product of two symmetric matrices is not symmetric in general. For instance,
take

A =

(

2 0
0 1

)

, B =

(

0 1
1 0

)

, AB =

(

0 2
1 0

)

.

Therefore, AB 6= BA in general for A,B ∈ Sn. The following theorem is a consequence
of Theorem 1.3.2 of [32] and gives a necessary and sufficient condition for AB = BA.

Theorem A.1.2 Let A,B ∈ Sn. Then AB = BA if and only if they are simultaneously
diagonalizable, that is, there exists an orthogonal matrix Q such that QTAQ = DA and
QTBQ = DB .

Proof. (⇐) The proof is straightforward.
(⇒) Theorem A.1.1 implies that the matrices A,B are orthogonally diagonalizable—
there exist orthogonal matrices U,V such that A = UDAUT , B = VDBVT . Therefore

AB = BA ⇔ UDAUTVDBVT = VDBVTUDAUT ⇔

⇔ DA(UTVDBVTU) = (UT VDBVTU)DA

and, without loss of generality, we may assume that A is diagonal.

Let A = diag(A11, . . . , Ann) and B = [Bij ]. Let α1, . . . , αk be such that α1 < . . . <
αk and A can be written as

A =











α1I 0 0 0
0 α2I 0 0

. . .

0 0 0 αkI











.

The equality AB = BA then implies that AiBij = BijAj . Therefore Bij = 0 whenever
Aii 6= Ajj and the matrix B is a block diagonal:

B =











B1 0 0 0
0 B2 0 0

. . .

0 0 0 Bk











.

Each block Bi corresponds to the block αiI and is a symmetric matrix. From Theorem
A.1.1 we have that there exist orthogonal matrices Qi, such that QT

i BiQi = Di.
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Finally, it is easy to see that the matrices A,B are simultaneously diagonalizable by
the matrix

Q =











Q1 0 0 0
0 Q2 0 0

. . .

0 0 0 Qk











.

2

Definition A.1.1 The matrix A ∈ Sn is called positive definite (A ∈ Sn
++ or A ≻ 0)

if for all x ∈ Rn, x 6= 0 it holds

xTAx > 0.

The matrix A ∈ Sn is called positive semidefinite (A ∈ Sn
+ or A � 0) if for all x ∈ Rn

it holds

xTAx ≥ 0.

In what follows we will list some well known properties of positive semidefinite ma-
trices.

Proposition A.1.1 A ≻ 0 if and only if A � 0 and A is nonsingular.

Proposition A.1.2 If A ≻ 0, then A−1 ≻ 0.

Proposition A.1.3 Let A � 0 and xTAx = 0 for some x ∈ Rn. Then Ax = 0.

Proposition A.1.4 Let A1, . . . ,Am ∈ Sn and α1, . . . , αm ∈ R.

(a) If A1 � 0 and A2 ≻ 0 then A1 + A2 ≻ 0.

(b) If Ai � 0 and αi ≥ 0 for all i = 1, 2, . . . ,m, then α1A1 + · · · + αmAm � 0.

(c) If Ai ≻ 0, αi ≥ 0 for all i = 1, 2, . . . ,m and αj > 0 for some j ∈ {1, . . . ,m}, then
α1A1 + · · · + αmAm ≻ 0.

From the last proposition it follows that Sn
+ is a convex cone.

Proposition A.1.5 (a) Let A ∈ Sn
++ and C ∈ Rn×n is a nonsingular matrix, then

CTAC ≻ 0.

(b) Let A ∈ Sn
+ and C ∈ Rn×m, then CTAC � 0.
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(c) Let A ∈ Sn
++ and C ∈ Rn×m, then rank(CTAC) = rank(C) and hence CTAC ≻

0 if and only if rank(C) = m.

Theorem A.1.3 Let A ∈ Sn. The following statements are equivalent:

(a) A ∈ Sn
++,

(b) the eigenvalues λ1(A), . . . , λn(A) are positive,

(c) the determinant of every leading principal submatrix of A is positive,

(d) the determinant of every principal submatrix of A is positive,

(e) there exists a unique lower triangular matrix L with positive diagonal entries such
that A = LLT ,

(f) there exists a unique upper triangular matrix U with positive diagonal entries such
that A = UUT ,

(g) there exists a nonsingular matrix C ∈ Rn×n such that A = CCT ,

(h) there exists an orthogonal matrix Q ∈ Rn×n (QQT = I) and a positive diagonal
matrix D such that A = QDQT and the diagonal entries of D are the eigenvalues
of A.

Theorem A.1.4 Let A ∈ Sn. The following statements are equivalent:

(a) A ∈ Sn
+,

(b) the eigenvalues λ1(A), . . . , λn(A) are nonnegative,

(c) the determinant of every principal submatrix of A is nonnegative,

(d) there exists a lower triangular matrix L with nonnegative diagonal entries such
that A = LLT ,

(e) there exists a upper triangular matrix U with nonnegative diagonal entries such
that A = UUT ,

(f) there exists a matrix C ∈ Rn×n such that A = CCT ,

(g) there exists an orthogonal matrix Q ∈ Rn×n (QQT = I) and a nonnegative di-
agonal matrix D such that A = QDQT and the diagonal entries of D are the
eigenvalues of A,
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(h) A + εI ∈ Sn
++ for every ε > 0.

Note. The matrix L from Theorem A.1.3 (e) and Theorem A.1.4 (d), respectively, is
called the lower Cholesky factor of the positive (semi)definite matrix A. Similarly, the
matrix U from Theorem A.1.3 (f) and Theorem A.1.4 (e), respectively, is called the
upper Cholesky factor of the positive (semi)definite matrix A.

Note. For every positive semidefinite matrix A there exists a matrix A
1
2 such that

A
1
2 A

1
2 = A.

In fact, from the Theorem A.1.4 (g) it follows that
A = QDQT = Qdiag(λ1, . . . , λn)QT , where λi ≥ 0 for all i = 1, . . . , n, and therefore

one can define A
1
2 as

A
1
2 = Qdiag(

√

λ1, . . . ,
√

λn)QT .

Such matrix A
1
2 is called the square root of A. Moreover, it can be shown that the

square root of A is uniquely determined for any A � 0 (see e.g. [81], Theorem 6.4).

The following properties of positive semidefinite matrices are less known. For this
reason also the proofs or exact references are added.

Proposition A.1.6 If A ∈ Sn
++ and B ∈ Sn then there exists a nonsingular matrix P

and a diagonal matrix D such that

A = PPT and B = PDPT .

Moreover if B ∈ Sn
++ then D has positive diagonal entries.

Proof. Denote A− 1
2 = (A

1
2 )−1. The matrix A− 1

2 BA− 1
2 is symmetric (and positive

definite if B is positive definite) and hence there exists an orthogonal matrix Q and a

diagonal matrix D such that A− 1
2BA− 1

2 = QDQT . One can then define P = A
1
2 Q.

Then
A = A

1
2 A

1
2 = A

1
2 QQTA

1
2 = PPT

and
B = A

1
2 QDQTA

1
2 = PDPT .

2

Proposition A.1.7 (a) If A � 0, then |Aij | ≤
√

AiiAjj.
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(b) If A ≻ 0 and i 6= j, then |Aij | <
√

AiiAjj.

Proof. Consider the principal submatrix

(

Aii Aij

Aij Ajj

)

of the matrix A. The statemens (a) and (b) follow from Theorem A.1.4 (c) and Theorem
A.1.3 (d), respectively.

2

Corollary A.1.1 If A � 0 and Aii = 0, then Aij = Aji = 0 for all j = 1, . . . , n.

Example A.1.1 (Sturm at al. [67]) Assume A ≻ 0,B ≻ 0. Then the matrix AB + BA
is symmetric but not necessary positive definite. In fact, let

A =

(

1 −2
−2 5

)

, B =

(

1 2
2 5

)

.

Then AB + BA =

(

−6 0
0 42

)

.

Theorem A.1.5 (Theorem 6.10 of [81]) (Fischer inequality) Let A be a square (com-
plex) matrix.

If A =

(

A11 A12

A21 A22

)

� 0, then detA ≤ detA11 detA22.

Theorem A.1.6 (Theorem 6.11 of [81]) (Hadamard inequality)
If A � 0 is a square (complex) matrix, then

detA ≤
n
∏

i=1

Aii

and the equality holds if and only if Aii = 0 for some i or A is diagonal.

Proposition A.1.8 (Lemma 2.3 of [59]) If A + AT ∈ Sn
++, then

det

(

A + AT

2

)

≤ |detA|.
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A.2 Trace and matrix norms

Let A ∈ Rn×n. The trace of the matrix A is defined as

tr(A) =

n
∑

i=1

Aii.

The trace is a linear operator and has the following properties:

Proposition A.2.1 Let A,B ∈ Rn×n and denote λi(A), i = 1, . . . , n the eigenvalues of
A. Then

(a) tr(A) =
∑n

i=1 λi(A)

(b) tr(A) = tr(AT )

(c) tr(AB) = tr(BA)

Using the trace one can define the inner product on Rn×n as follows:

A •B = tr(ATB) = tr(ABT ) = tr(BT A) = tr(BAT ).

The trace operator and the associated inner product have the following properties on
the set Sn

+.

Proposition A.2.2 If X � 0 then tr(A) ≥ 0, and tr(X) = 0 if and only if X = 0.

Proposition A.2.3 If X � 0, Y � 0, then X • Y ≥ 0.

Proposition A.2.4 If X � 0,Y � 0. Then XY = 0 ⇔ X • Y = 0.

Proposition A.2.5 If X ≻ 0,Y � 0. Then Y = 0 ⇔ X • Y = 0.

Definition A.2.1 The function ‖ � ‖ : Rn×n → R is called a matrix norm if for all
A,B ∈ Rn×n it satisfies

(a) ‖A‖ ≥ 0 and ‖A‖ = 0 if and only if A = 0,

(b) ‖cA‖ = |c|‖A‖,

(c) ‖A + B‖ ≤ ‖A‖ + ‖B‖,

(d) ‖AB‖ ≤ ‖A‖‖B‖.
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The inner product above induces the so called Frobenius (or Euclidean) matrix
norm on Rn×n:

‖A‖F =
√

A •A =

√

tr(AAT ).

An another matrix norm on Rn×n is the so called spectral norm, defined as

‖A‖2 = max
i

{

√

λi(AT A)

}

.

Proposition A.2.6 (a) The spectral norm is the operator norm induced by the Eu-
clidean vector norm ‖x‖ =

√
xTx, that is,

‖A‖2 = max
‖x‖=1

‖Ax‖

(b) If A ∈ Sn, then ‖A‖2 = maxi |λi(A)|.

(c) If A ∈ Sn
+, then ‖A‖2 = λmax(A).

Proof. (a) The matrix ATA is positive semidefinite and hence by Theorem A.1.4 (g)
there exists an orthogonal matrix Q and a nonnegative diagonal matrix D = diag(λ1, . . . , λn)
such that ATA = QTDQ and λ1, . . . , λn are the eigenvalues of ATA. Therefore

‖A‖2 = max
i

{
√

λ1, . . . ,
√

λn} = max
‖x‖=1

√

√

√

√

n
∑

i=1

λix
2
i =

= max
‖x‖=1

√
xTDx = max

‖x‖=1

√

xTQTDQx = max
‖x‖=1

√
xTATAx = max

‖x‖=1
‖Ax‖.

2

Proposition A.2.7 If A ∈ Sn, B ∈ Rn×n, then

(a) ‖A‖2 ≤ ‖A‖F ≤ √
n‖A‖2,

(b) ‖AB‖F ≤ ‖A‖2‖B‖F .

Proof. (a) If A ∈ Sn, then ‖A‖2
F = tr(A2) =

∑n
i=1 λ

2
i (A). The statement follows

from the inequalities

‖A‖2
2 =

(

max
i

|λi(A)|
)2 ≤

n
∑

i=1

λ2
i (A) ≤ n

(

max
i

|λi(A)|
)2

= n‖A‖2
2.
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(b) If A ∈ Sn, then A2 � 0 and hence by Theorem A.1.4 (g) there exists an or-
thogonal matrix Q and a diagonal matrix D = diag(λ1(A

2), . . . , λn(A2)) such that
QA2QT = D. Therefore

‖AB‖2
F = tr(ABBTA) = tr(A2BBT ) =

tr(QA2QTQBBTQT ) = tr(DQBBTQT ) =

=

n
∑

i=1

λi(A
2)(QBBTQT )ii ≤ λmax(A2)tr(QBBTQT ) = ‖A‖2

2‖B‖2
F .

2

Proposition A.2.8 If A � 0 then

(a) ‖A‖F ≤ tr(A),

(b) ‖A‖2 ≤ tr(A).

Proof. The statement (a) follows from

‖A‖2
F = tr(A2) =

n
∑

i=1

λi(A
2) ≤

(

n
∑

i=1

λi(A)
)2
.

The statement (b) is obvious.

2

Proposition A.2.9 If the matrices B ≻ 0 and W,H ∈ Sn satisfy BH + HB = W,
then

‖BH‖F ≤ ‖W‖F√
2

.

Proof.

‖W‖2
F = W • W = (BH + HB) • (BH + HB) = 2tr(HB2H) + 2tr(BHBH) =

2‖BH‖2
F + 2‖B 1

2HB
1
2 ‖2

F ≥ 2‖BH‖2
F .

2

As an immediate consequence we obtain (see also Proposition A.4.8):
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Corollary A.2.1 Let B ≻ 0 be fixed and X ∈ Sn. Then the equation

BX + XB = 0

has the only solution X = 0.

Proposition A.2.10 (Lemma 2.1.of [59]) If A ≻ 0 and B � 0 then

tr(A−1B) ≥ tr(B)

λmax(A)
≥ tr(B)

tr(A)

Proof. Since A ≻ 0, there exists an orthogonal matrix Q and a diagonal matrix

D = diag(λ1(A), . . . , λn(A))

such that QAQT = D. Therefore QA−1QT = D−1 and

tr(A−1B) = tr(QA−1QTQBQT ) = tr(D−1QBQT ) =

=

n
∑

i=1

λi(A)−1(QBQT )ii ≥
∑n

i=1(QBQT )ii
λmax(A)

≥ tr(B)

tr(A)
.

2

Proposition A.2.11 (Lemma 7 of [51]) If A is a square matrix such that tr(A2) ≥
0, then

‖A‖F ≤
√

2

∥

∥

∥

∥

A + AT

2

∥

∥

∥

∥

F

≤
√

2tr(A).

Proof. The second inequality follows from Proposition A.2.7. We will prove the first
inequality. Every square matrix is the sum of its symmetric and skewsymmetric part.

A =
A + AT

2
+

A −AT

2
.

It holds tr[(A + AT )(A −AT )] = tr(AA− ATAT ) = 0 and therefore

tr(A2) = tr

(

A + AT

2

)2

+ tr

(

A− AT

2

)2

=

∥

∥

∥

∥

A + AT

2

∥

∥

∥

∥

2

F

−
∥

∥

∥

∥

A− AT

2

∥

∥

∥

∥

2

F

and

‖A‖2
F = tr

(

A + AT

2

)2

− tr

(

A − AT

2

)2

=

∥

∥

∥

∥

A + AT

2

∥

∥

∥

∥

2

F

+

∥

∥

∥

∥

A− AT

2

∥

∥

∥

∥

2

F

.
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By adding the above equalities and by the assumption tr(A2) ≥ 0 we obtain

‖A‖2
F ≤ ‖A‖2

F + tr(A2) = 2

∥

∥

∥

∥

A + AT

2

∥

∥

∥

∥

2

F

.

2

Theorem A.2.1 (Theorem 7.1.1 of [40]) Let ‖ · ‖ be any matrix norm, such that
‖I‖ = 1. If ν = ‖M‖ < 1, then the matrix I + M is invertible, moreover it holds

(I + M)−1 = I − M + M2 − . . .

and

‖(I + M)−1‖ ≤ 1

1 − ν
.

Proposition A.2.12 (Lemma 8 of [51]) Let B be a square matrix with real eigenval-
ues. Let t ∈ (0, 1√

2
) be given. Then if

∥

∥

∥

∥

B + BT

2
− I

∥

∥

∥

∥

F

≤ t,

then

(a) ‖B − I‖F ≤
√

2t;

(b) ‖B−1‖2 ≤ 1
1−

√
2t

.

Proof. (a) Obviously the matrix B− I has real eigenvalues and hence tr(B− I)2 ≥ 0.
Proposition A.2.11 then implies (let A = B − I)

‖B − I‖F ≤
√

2
∥

∥

∥

B + BT

2
− I
∥

∥

∥

F
≤

√
2t.

(b) From the assumption, the statement (a) and Proposition A.2.7 (a) it follows that
‖B − I‖2 < 1. Therefore we can use Theorem A.2.1 and obtain that

‖B−1‖2 = ‖(I + (B − I))−1‖2 ≤ 1

1 − ‖B − I‖2
≤ 1

1 −
√

2t
.

2
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A.3 Schur complement

The concept of the Schur complement is a main tool in handling the matrices in semidef-
inite optimization. Many properties of the Schur complement are described e.g. in [81].
In this thesis we will need the properties presented in this section.

Definition A.3.1 Let

A =

(

A11 A12

A21 A22

)

be a partitioned matrix (not square in general), where A11 is a square submatrix. Then
if A11 is nonsingular, then the matrix

[A/A11] = A22 − A21A
−1

11
A12.

is called the Schur complement of A11 in A.

Proposition A.3.1 Let

A =

(

A11 A12

A21 A22

)

be a square matrix with a nonsingular square submatrix A11. Then

(a) detA = detA11 det[A/A11],

(b) If A ∈ Sn and A11 ≻ 0, then A � 0 if and only if [A/A11] � 0,

(c) If A ∈ Sn, then A11 ≻ 0 if and only if A ≻ 0 and [A/A11] ≻ 0.

Proof. All of the statements follow from the identity
(

I 0
−A21A11

−1 I

)

A

(

I −A11
−1A12

0 I

)

=

(

A11 0
0 [A/A11]

)

(A.1)

2

Corollary A.3.1 Let A be a square matrix with a nonsingular square submatrix A11.
Then A is nonsingular if and only if [A/A11] is nonsingular.

Note. The statement (b) in Proposition A.3.1 says that if A11 ≻ 0, then A � 0 if and
only if A22 � A21A

−1

11
A12

1. Therefore the equality A22 = A21A
−1

11
A12 implies

(

A11 A12

A21 A21A
−1

11
A12

)

� 0

1If A,B ∈ Sn we write A � B if and only if A − B � 0. The relation � is referred to as the Löwner
partial ordering (see [81], Section 6.2).
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and A21A
−1

11
A12 is ”the smallest” matrix (in the Löwner partial ordering sense) to

make the block matrix positive semidefinite.

Proposition A.3.2 Let A be a nonsingular matrix with partition given in Definition
A.3.1. If

A−1 =

(

B11 B12

B21 B22

)

then B22
−1 = [A/A11].

Proof. By inverting (A.1) we obtain

A−1 =

(

I A11
−1A12

0 I

)(

A11
−1 0

0 [A/A11]−1

)(

I 0
A21A11

−1 I

)

.

The rest follows from a simple computation.

2

Proposition A.3.3 (Lemma 2.2 of [59]) If A ∈ Sn and

A =

(

A11 A12

A21 A22

)

� 0

(A21 = A12
T ), then

‖A12‖2
F ≤ tr(A11)tr(A22).

Proof. If A � 0, then A + εI ≻ 0 for any ε > 0. Denote

[A/A11]ε = A22 + εI − A21(A11 + εI)−1A12

the Schur complement of A11+εI in A+εI. Proposition A.3.1 (c) states that [A/A11]ε ≻
0 and hence

tr(A22 + εI) > tr(A21(A11 + εI)−1A12) = tr((A11 + εI)−1A12A
T
12) ≥

tr(A12A
T
12)

tr(A11 + εI)
,

where the last inequality follows from Proposition A.2.10. Hence for any ε > 0 we have
tr(A22+εI)tr(A11+εI) > tr(A12A

T
12). Taking the limit ε→ 0 leads to tr(A22)tr(A11) ≥

tr(A12A
T
12) = ‖A12‖2

F .

2
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A.4 Symmetric Kronecker product

The symmetric Kronecker product is a useful tool for expressing linear matrix maps.
One can find its applications in the theory of interior point methods for semidefinite
programming. In this section we will list the most important properties of the symmetric
Kronecker product. More properties and proofs can be found e.g. in [34].

Definition A.4.1 For any symmetric matrix

X =











X11 X12 . . . X1n

X21 X22 . . . X2n

...
...

. . .
...

Xn1 Xn2 . . . Xnn











we define the vector svec(X) ∈ Rn(n+1)
2 as

svec(X) = (X11,
√

2X12, . . . ,
√

2X1n,X22,
√

2X23, . . . ,
√

2X2n, . . . ,Xnn)T .

Note. The map X 7→ svec(X) is an isomorphism Sn → R
n(n+1)

2 . Moreover, if
X,Y ∈ Sn, then X • Y = svec(X)T svec(Y).

Definition A.4.2 Let M,N are (not necessary symmetric) square matrices in Rn×n.
Then the map M ⋆N : Sn → Sn defined as

X 7→ 1

2
(NXMT + MXNT )

is called the symmetric Kronecker product of the matrices M,N.

Obviously, the matrix (M ⋆N) ∈ Rn̄×n̄ and

(M ⋆N)svec(X) =
1

2
svec(NXMT + MXNT ). (A.2)

Let M,N ∈ Rn×n. In what follows we list some basic properties of the symmetric
Kronecker product (M ⋆N).

Proposition A.4.1 (a) The symmetric Kronecker product is commutative:

M ⋆N = N ⋆M.

(b) The symmetric Kronecker product is not associative in general:

K ⋆ (M ⋆N) 6= (K ⋆M) ⋆N.
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Proposition A.4.2

(αM) ⋆N = M ⋆ (αN) = α(M ⋆N) ∀ α ∈ R.

Proposition A.4.3
(M ⋆N)T = MT ⋆NT

and hence M ⋆ I is symmetric if and only if M is symmetric.

Proposition A.4.4

(a) (K + M) ⋆N = K ⋆N + M ⋆N,

(b) K ⋆ (M + N) = K ⋆M + K ⋆N.

Proposition A.4.5

(K ⋆ L)(M ⋆N) =
1

2
(KM ⋆ LN + KN ⋆ LM),

furthermore
(K ⋆ L)(M ⋆M) = KM ⋆ LM,

and
(K ⋆K)(M ⋆N) = KM ⋆KN.

Proposition A.4.6 Let M,N ∈ Rn×n be nonsingular. Then

(a) (M ⋆M)−1 = M−1 ⋆M−1,

but
(b) (M ⋆N)−1 6= M−1 ⋆N−1,

in general.

Proposition A.4.7 If M ≻ 0,N ≻ 0, then M ⋆N ≻ 0.

Proof. Let M ≻ 0,N ≻ 0 and U ∈ Sn,U 6= 0. Then

svec(U)T (M ⋆N)svec(U) =
1

2
svec(U)T svec(NUM + MUN) =

=
1

2
[U • NUM + U • MUN] = UMU • N > 0
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2

Corollary A.4.1 Let A ∈ Rn×n, B ∈ Sn and X ∈ Sn. Then

svec(AXAT ) = (A ⋆A)svec(X)

and
svec(BX + XB) = 2(B ⋆ I)svec(X).

Proposition A.4.8 Let B ≻ 0 be fixed and X ∈ Sn. Then the equation

BX + XB = 0

has the only solution X = 0.

Proof. From the symmetric Kronecker product representation in Corollary A.4.1 we
can see that BX + XB = 0 if and only if (B ⋆ I)svec(X) = 0. Proposition A.4.7 implies
that (B ⋆ I) is positive definite and hence nonsingular. Therefore X = 0.

2

Corollary A.4.2 If B ≻ 0, then the map X → BX + XB is a linear isomorphism
Sn → Sn.

Corollary A.4.3 Let B ≻ 0 and W ∈ Sn. Then the equation BX + XB = W has a
unique solution X ∈ Sn.

Proposition A.4.9 Let X ≻ 0,S ≻ 0 and XS + SX ≻ 0. Then (X⋆I)(S⋆I) is positive
definite (however not necessary symmetric).

Proof. Let V ∈ Sn and denote v = svec(V). It suffices to show that

vT (X ⋆ I)(S ⋆ I)v > 0.

We have that

vT (X ⋆ I)(S ⋆ I)v =
1

2
vT (XS ⋆ I + S ⋆X)v >

1

2
vT (XS ⋆ I)v =

=
1

2
(svec(V))T (XS ⋆ I)svec(V) =

1

4
(svec(V))T svec(XSV + VSX) =

1

4
[V • (XSV) + V • (VXS)] =

1

4
tr(V2SX + VXSV) =

1

2
tr[V(XS + SX)V] > 0.
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2

From Proposition A.4.9, Proposition A.4.3 and Proposition A.1.5 it immediately
follows:

Corollary A.4.4 Let X ≻ 0,S ≻ 0 and XS + SX ≻ 0. Then all the matrices (a)-(h)
are positive definite (however not necessary symmetric):

(a) (S ⋆ I)−1(X ⋆ I) (e) (S ⋆ I)(X ⋆ I)
(b) (X ⋆ I)(S ⋆ I)−1 (f) (X ⋆ I)(S ⋆ I)
(c) (S ⋆ I)(X ⋆ I)−1 (g) (S ⋆ I)−1(X ⋆ I)−1

(d) (X ⋆ I)−1(S ⋆ I) (h) (X ⋆ I)−1(S ⋆ I)−1

A.5 Triangular matrices

We will denote Ln and Un the vector space of all n × n lower and upper triangular
matrices, respectively. Obviously

dimLn = dimUn =
n(n+ 1)

2
.

Define
Ln

+ = {L ∈ Ln, Lii ≥ 0, ∀i = 1, . . . , n},
Ln

++ = {L ∈ Ln, Lii > 0, ∀i = 1, . . . , n},
and similarly

Un
+ = {U ∈ Un, Uii ≥ 0, ∀i = 1, . . . , n},

Un
++ = {U ∈ Ln, Uii > 0, ∀i = 1, . . . , n}.

Proposition A.5.1 Let L,L1,L2 ∈ Ln and U,U1,U2 ∈ Un.

(a) If L ∈ Ln
+, then αL ∈ Ln

+ for all α ≥ 0,

(b) If L ∈ Ln
++, then αL ∈ Ln

++ for all α > 0,

(c) If U ∈ Un
+, then αU ∈ Un

+ for all α ≥ 0,

(d) If U ∈ Un
++, then αU ∈ Un

++ for all α ≥ 0,

(e) If L1,L2 ∈ Ln
+, then L1 + L2 ∈ Ln

+,

(f) If L1,L2 ∈ Ln
++, then L1 + L2 ∈ Ln

++,
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(g) If U1,U2 ∈ Un
+, then U1 + U2 ∈ Un

+,

(h) If U1,U2 ∈ Un
++, then U1 + U2 ∈ Un

++.

Corollary A.5.1 The sets Ln
+, U

n
+ (Ln

++, U
n
++) form a closed (open) convex cone.

Proposition A.5.2 (a) L ∈ Ln
++ if and only if L ∈ Ln

+ and L is nonsingular.

(b) U ∈ Un
++ if and only if U ∈ Un

+ and U is nonsingular.

Proposition A.5.3 Let L,L1,L2 ∈ Ln and U,U1,U2 ∈ Un.

(a) If L1,L2 ∈ Ln, then L1L2 ∈ Ln,

(b) If L1,L2 ∈ Ln
+, then L1L2 ∈ Ln

+,

(c) If L1,L2 ∈ Ln
++, then L1L2 ∈ Ln

++,

(d) If U1,U2 ∈ Un, then U1U2 ∈ Un,

(e) If U1,U2 ∈ Un
+, then U1U2 ∈ Un

+,

(f) If U1,U2 ∈ Un
++, then U1U2 ∈ Un

++,

(g) If L ∈ Ln, then L2 ∈ Ln
+, moreover if L is nonsingular, then L2 ∈ Ln

++,

(h) If U ∈ Un, then U2 ∈ Ln
+, moreover if U is nonsingular, then U2 ∈ Ln

++,

(i) If L ∈ Ln is nonsingular, then L−1 ∈ Ln,

(j) If L ∈ Ln
++, then it is nonsingular and L−1 ∈ Ln

++,

(k) If U ∈ Un is nonsingular, then U−1 ∈ Un,

(l) If U ∈ Un
++, then it is nonsingular and U−1 ∈ Un

++.

Proof. Denote ri(A) and sj(A) the vector which corresponds to the i-th row and
the j-th column of the matrix A, respectively. Let L1,L2 ∈ Ln and U1,U2 ∈ Un. The
statements (a)-(h) then follow from

(L1L2)ii = ri(L1)
T sj(L2) =

{

0 i > j
(L1)ii(L2)ii i = j,

(U1U2)ii = ri(U1)
T sj(U2) =

{

0 i < j
(U1)ii(U2)ii i = j.
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The statements (i)-(l) follow from the fact that the inverse of a nonsingular matrix A
can be obtained from the adjoint of A, more precisely

(A−1)ij =
[adj(A)]ij

detA
=

(−1)i+j detA(j|i)
detA

,

where A(j|i) is the submatrix of A obtained by deleting the j-th row and the i-th
column—and from the observation that if L ∈ Ln, then [adj(L)]ij = 0 for i > j and if
U ∈ Un, then [adj(U)]ij = 0 for i < j.

2

Proposition A.5.4 If L ∈ Ln (U ∈ Un), then the eigenvalues of L (U) are the
diagonal entries Lii (Uii).

Lemma A.5.1 Let L ∈ Ln, U ∈ Un. Then

(a) L + LT = 0 if and only if L = 0.

(b) U + UT = 0 if and only if U = 0.

Proposition A.5.5 (a) Let L ∈ Ln
++ be fixed and X ∈ Ln. Then the equation

LXT + XLT = 0

has the only solution X = 0.

(b) Let U ∈ Un
++ be fixed and X ∈ Un. Then the equation

UXT + XUT = 0

has the only solution X = 0.

Proof. (a) The matrix L is nonsingular and hence LXT + XLT = 0 if and only
if L−1(LXT + XLT )L−T = XTL−T + L−1X = 0. From Proposition A.5.3 it follows
L−1X ∈ Ln and moreover (L−1X)T = XTL−T . Lemma A.5.1 implies L−1X = 0 and
hence from the nonsingularity of L we obtain X = 0.
The statement (b) can be proved similarly.

2

Corollary A.5.2 If L ∈ Ln
++ (U ∈ Un

++), then the map X → LXT + XLT (X →
UXT + XUT ) is a linear isomorphism Ln → Sn (Un → Sn).
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Corollary A.5.3 Let L ∈ Ln
++ (U ∈ Un

++) and W ∈ Sn. Then the equation LXT +
XLT = W (UXT + XUT = W) has a unique solution X ∈ Ln(Un).

Proposition A.5.6 If L ∈ Ln and L + LT = W, then

‖L‖F ≤ ‖W‖F√
2

.

Proof.
‖W‖2

F = W • W = 2tr(L2) + 2tr(LLT ) ≥ 2‖L‖2
F .

2



Appendix B

Fréchet derivative of some matrix
functions

In this Appendix we derive the Fréchet derivatives of some special matrix maps that are
used in this thesis. In the first section we recall some basic definitions and properties
(see also [39]). In the section B.2 we focus on concrete matrix maps defined on open
subsets of Sn or Ln, respectively.

B.1 Basic definitions and properties

Definition B.1.1 Let X,Y be normed vector spaces and U ⊂ X be an open subset of
X. A map F : U → Y is called Fréxhet differentiable at x ∈ U if there exists a bounded
linear operator DF (x) : X → Y , such that

F (x+ h) − F (x) = DF (x)[h] + ω(x, h)

and

lim
‖h‖→0

‖ω(x, h)‖
‖h‖ = 0

For all h ∈ X it holds DF (x)[h] ∈ Y and the operator DF (x) is called the Fréchet
derivative of F at x.

Proposition B.1.1 (a) If F (x) = c, then DF (x)[h] = 0 for all h ∈ X.

(b) If F is a linear map, then DF (x) = F .

123
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(c) Let F,G,H be continuous maps from X to Y . If the maps are Fréchet differentiable
at x ∈ X, then F +G, aF, FG,FGH are Fréchet differentiable at x and

D(F +G)(x) = DF (x) +DG(x)
D(aF )(x) = aDF (x)
D(FG)(x) = DF (x)G(x) + F (x)DG(x)

D(FGH)(x) = DF (x)G(x)H(x) + F (x)DG(x)H(x) + F (x)G(x)DH(x)

(d) Let X,Y,Z be normed vector spaces, O(x) be a neighbourhood of x, F be a contin-
uous map from O(x) to Y and F (x) = y. Let O(y) be a neighbourhood of y and
G be a continuous map from O(y) to Z. If F is Fréchet differentiable at x and
G Fréchet differentiable at y, then the composition G ◦ F (which is defined and
continuous on some neighbourhood of x) is Fréchet differentiable at x and

D(G ◦ F )(x) = DG(y)DF (x).

Theorem B.1.1 Let F : X → Y be continuously differentiable on an open subset V
of X and x ∈ V . If DF (x) is an isomorphism, then there exist an open neighbourhood
O(x) ⊆ V of x and a differentiable inverse function F−1 : F (O(x)) → O(x), where

DF−1(y) = [DF (x)]−1 and x = F−1(y).

B.2 Fréchet derivatives of some matrix functions

In the following we will be interested in some types of matrix functions on normed vector
spaces (Sn, ‖ · ‖), (Ln, ‖ · ‖) and (Un, ‖ · ‖). For two vector spaces V,W we will denote
L(V,W ) the space of linear operators mapping V → W .

Example B.2.1 Let A ∈ Rn×n and B ∈ Sn. Consider the following linear maps:

ψ1 : Ln → Un, ψ1(L) = LT ,

ψ2 : Sn → Sn, ψ2(X) = AXAT ,
ψ3 : Sn → Sn, ψ3(X) = BX + XB.

Obviously

Dψ1 : Ln → L(Ln, Un), Dψ2 : Sn → L(Sn, Sn), Dψ3 : Sn → L(Sn, Sn)

and for fixed L ∈ Ln and X ∈ Sn

Dψ1(L) : Ln → Un, Dψ1(L)[H] = HT

Dψ2(X) : Sn → Sn, Dψ2(X)[H] = AHAT

Dψ3(X) : Sn → Sn, Dψ3(X)[H] = BH + HB
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We turn our attention to the nonlinear maps:

φ1 : Sn → Sn, φ1(X) = X2,

φ2 : Ln → Sn, φ2(L) = LLT ,

φ3 : Sn
++ → Sn(Sn

++), φ3(X) = X
1
2 ,

φ4 : Sn
++ → Ln(Ln

++), φ4(X) = LX.

These maps are important for an analysis of the symmetrization maps that are used in
context of the weighted paths (see Chapter 2).

Proposition B.2.1 Let φ1 : Sn → Sn, φ1(X) = X2. Then for any X ∈ Sn it holds

Dφ1(X) : Sn → Sn, Dφ1(X)[H] = XH + HX.

Proof. Obviously, for any H ∈ Sn

φ1(X + H) − φ1(X) = (X + H)2 − X2 = XH + HX + H2.

The proposition now follows from the fact that the map H → XH + HX is linear and

lim
‖H‖→0

‖H2‖
‖H‖ = 0

since from the matrix norm submultiplicativity we have

0 ≤ ‖H2‖
‖H‖ ≤ ‖H‖.

2

Proposition B.2.2 Let φ2 : Ln → Sn, φ2(L) = LLT . Then for any L ∈ Ln it holds

Dφ2(L) : Ln → Sn, Dφ2(L)[H] = LHT + HLT .

Proof. Let H ∈ Ln. Then

φ2(L + H) − φ2(L) = (L + H)(L + H)T − LLT = LHT + HLT + HHT .

Again, H → LHT + HLT is a linear map Ln → Sn and

lim
‖H‖→0

‖HHT ‖
‖H‖ = 0

since

0 ≤ ‖HHT ‖
‖H‖ ≤ ‖HT ‖ = ‖H‖
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2

Obviously, the pair of maps φ1|Sn
++

: X 7→ X2 and φ3 : X 7→ X
1
2 as well as φ2|Ln

++
:

L 7→ LLT and φ4 : X 7→ LX form a pair of inverse maps. Hence we can derive the Fréchet
derivatives of φ3, φ4 using Theorem B.1.1. To this aim we will need the following two
lemmas which are simple consequences of Proposition A.4.8 and Proposition A.5.5.

Lemma B.2.1 If X ≻ 0, then Dφ1(X) : H 7→ XH + HX is an isomorphism Sn → Sn.

Lemma B.2.2 If L ∈ Ln
++, then Dφ2(L) : H 7→ LHT + HLT is an isomorphism

Ln → Sn.

From Lemma B.2.1 it follows that if X ≻ 0 is fixed, then for any W ∈ Sn there exists
a unique solution H ∈ Sn of the equation XH + HX = W. Similarly, from Lemma B.2.2
it follows that if L ∈ Ln

++ is fixed, then for any W ∈ Sn there exists unique solution
H ∈ Ln of the equation LHT + HLT = W.

Definition B.2.1 (a) Let X ≻ 0 and W ∈ Sn be fixed. The unique solution H ∈ Sn of
the equation XH + HX = W will be denoted as

H = 〈〈W〉〉
X
.

(b) Let L ∈ Ln
++ and W ∈ Sn be fixed. The unique solution H ∈ Ln of the equation

LHT + HLT = W will be denoted as

H = [[W]]L.

Proposition B.2.3 Let φ3 : Sn
++ → Sn

++, φ3(X) = X
1
2 . Then

Dφ3(X) : Sn → Sn, Dφ3(X)[W] = 〈〈W〉〉
X

1
2
.

Proof. Consider the map

φ1 : Sn → Sn, φ1(X) = X2.

The cone Sn
++ is an open subset of Sn and φ1(S

n
++) = Sn

++. Let X ∈ Sn
++. According

to Lemma B.2.1 the map Dφ1(X) given by

Dφ1(X) : Sn → Sn, Dφ1(X)[H] = XH + HX.

is an isomorphism and hence from Theorem B.1.1 for the map

φ3 : Sn
++ → Sn

++, φ3(X) = X
1
2
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it holds
Dφ3(X) = [Dφ1(X

1
2 )]−1.

Therefore Dφ3(X)[W] = 〈〈W〉〉
X

1
2
.

2

Proposition B.2.4 Let φ4 : Sn
++ → Ln

++, φ4(X) = LX. Then

Dφ4(X) : Sn → Ln, Dφ4(X)[W] = [[W]]LX
.

Proof. Consider the map

φ2 : Ln → Sn, φ2(L) = LLT .

The cone Ln
++ is an open set of Ln and φ2(L

n
++) = Sn

++. Let L ∈ Ln
++. According to

Lemma B.2.2 the map Dφ2(L) given by

Dφ2(L) : Ln → Sn, Dφ2(L)[H] = LHT + HLT .

is an isomorphism and hence from Theorem B.1.1 for the map φ4 : Sn
++ → Ln

++, φ4(X) =
LX it holds

Dφ4(X) = [Dφ2(LX)]−1

Therefore Dφ4(X)[W] = [[W]]LX
.

2

Proposition B.2.5 Let A ∈ Sn. The Fréchet derivative of the maps

ψ4 : Sn
++ → Sn ψ4(X) = X

1
2 AX

1
2

and
ψ5 : Sn

++ → Sn ψ5(X) = LT
XALX,

at X is

Dψ4(X) : Sn → Sn, Dψ4(X)[W] = 〈〈W〉〉
X

1
2
AX

1
2 + X

1
2A 〈〈W〉〉

X
1
2
,

Dψ5(X) : Sn → Sn, Dψ5(X)[W] = [[W]]TLX
ALX + LT

XA[[W]]LX
.

Proof. Follows from Proposition B.1.1, Propositions B.2.3 and B.2.4.

2
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As a consequence of the statements above we obtain the following corollary:

Corollary B.2.1 Consider the maps

Φ1(X,S) = (XS + SX)/2,

Φ2(X,S) = X
1
2 SX

1
2 ,

Φ3(X,S) = LT
X
SLX,

Φ4(X,S) = (X
1
2S

1
2 + S

1
2 X

1
2 )/2,

Φ5(X,S) = (UT
S
LX + LT

X
US)/2.

Then

DΦ1(X,S)[△X,△S] = 1

2
(△XS + S△X + △SX + X△S),

DΦ2(X,S)[△X,△S] = 〈〈△X〉〉
X

1

2

SX
1

2 + X
1

2 S 〈〈△X〉〉
X

1

2

+ X
1

2△SX
1

2 ,

DΦ3(X,S)[△X,△S] = [[△X]]T
LX

SLX + LX
TS[[△X]]LX

+ LX
T△SLX,

DΦ4(X,S)[△X,△S] = 1

2

(

〈〈△X〉〉
X

1

2

S
1

2 + S
1

2 〈〈△X〉〉
X

1

2

+ 〈〈△S〉〉
S

1

2

X
1

2 + X
1

2 〈〈△S〉〉
S

1

2

)

,

DΦ5(X,S)[△X,△S] = 1

2

(

[[△X]]T
LX

US + US
T [[△X]]LX

+ [[△S]]T
US

LX + LX
T [[△S]]US

)

.



Appendix C

Asymptotic notation

In this Appendix we introduce basic definitions and properties concerning the asymptotic
notation of the matrix functions.

C.1 Definitions

Before we start with defining the asymptotic notations of matrix functions, we recall the
well known definitions of the O-notation, Θ-notation and o-notation of real functions.
For our purpose it will be sufficient only to consider the real functions R++ → R.

Definition C.1.1 Let f : R++ → R, g : R++ → R be real functions. We will write

g(µ) = O(f(µ))

if and only if there exists µ0 > 0 and γ > 0 such that for all µ ∈ (0, µ0〉 it holds

|g(µ)| ≤ γ|f(µ)|.

Definition C.1.2 Let f : R++ → R, g : R++ → R be real functions. We will write

g(µ) = o(f(µ))

if and only if

lim
µ→0

|g(µ)|
|f(µ)| = 0.
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In what follows, we will assume that

A : R++ → Rk×l, A : µ 7→ A(µ)

is a matrix function and

f : R++ → R++, f : µ 7→ f(µ)

is a real function.

Definition C.1.3 We will write

A(µ) = O(f(µ))

if and only if ‖A(µ)‖F = O(f(µ)) , that is, there exists µ0 > 0 and γ > 0 such that for
all µ ∈ (0, µ0〉 it holds

‖A(µ)‖F ≤ γf(µ).

Definition C.1.4 We will write

A(µ) = o(f(µ))

if and only if ‖A(µ)‖F = o(f(µ)) that is

lim
µ→0

‖A(µ)‖F

f(µ)
= 0.

Definition C.1.5 Assume A(µ) ∈ Sn. We will write A(µ) = Θ(f(µ)) if and only if
there exists µ0 > 0 and α > 0 such that for all µ ∈ (0, µ0〉 it holds

1

α
I � A(µ)

f(µ)
� αI.

Note, that instead X � Y one can write X − Y ∈ Sn
+. By replacing the symmetric

cone Sn
+ by the cone Ln

+ and Un
+

1 we obtain the following definitions of Θ-notation for
lower and upper triangular matrices, respectively.

Definition C.1.6 Assume A(µ) ∈ Ln. We will write A(µ) = Θ(f(µ)) if and only if
there exists µ0 > 0 and α > 0 such that for all µ ∈ (0, µ0〉 it holds

A(µ)

f(µ)
− 1

α
I ∈ Ln

+ and αI − A(µ)

f(µ)
∈ Ln

+.

Definition C.1.7 Assume A(µ) ∈ Un. We will write A(µ) = Θ(f(µ)) if and only if
there exists µ0 > 0 and α > 0 such that for all µ ∈ (0, µ0〉 it holds

A(µ)

f(µ)
− 1

α
I ∈ Un

+ and αI − A(µ)

f(µ)
∈ Un

+.

1See Appendix A.5.
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C.2 Basic properties

Proposition C.2.1 Let A(µ) ∈ Rn×n and A(µ) = O(f(µ)) and A1(µ) is a square
submatrix of A(µ). Then

(a) A1(µ) = O(f(µ)),

(b) Aij(µ) = O(f(µ)),

(c) tr(A(µ)) = O(f(µ)),

(d) If A(µ) ∈ Sn
+(Ln

+, U
n
+), then λi(A(µ)) = O(f(µ)),

(e) If A(µ) ∈ Sn
+(Ln

+, U
n
+), then det(A(µ)) = O(f(µ)n).

Proof. The statement (a) follows from the inequality ‖A1(µ)‖F ≤ ‖A(µ)‖F . The
statement (b) is a special case of the statement (a). Using this statement, we obtain that
there exist positive constants γi, i = 1, . . . n such that for any i it holds |A(µ)ii| ≤ cif(µ).
Denote γ =

∑n
i=1 γi > 0. The statement (c) then follows from the inequality

|tr(A(µ))| = |
n
∑

i=1

A(µ)ii| ≤
n
∑

i=1

|A(µ)ii| ≤ (
n
∑

i=1

γi)f(µ) = γf(µ).

Let us prove the statement (d). If A(µ) ∈ Sn
+, then its eigenvalues are nonnegative real

numbers and therefore for any i ∈ {1, . . . , n} it holds

0 ≤ λi(A(µ)) ≤
n
∑

j=1

λj(A(µ)) = tr(A(µ)) ≤ γf(µ),

according to the statement (c). Finally, the statement (d) implies the statement (e),
since det(A(µ)) =

∏n
i=1 λi(A(µ)).

2

Proposition C.2.2 Assume A(µ) ∈ Sn
+. Then

A(µ) = O(f(µ)) ⇔ tr(A(µ)) = O(f(µ)).

Proof. The implication from the left to the right is included in the statement (c) of
the Proposition C.2.1. The reverse implication follows from the inequality ‖A(µ)‖F ≤
tr(A(µ)) (see Proposition A.2.8).



132 APPENDIX C. ASYMPTOTIC NOTATION

2

Proposition C.2.3 Assume A(µ) ∈ Sn
+(Ln

+, U
n
+) and A(µ) = O(f(µ)). Then for suffi-

ciently small µ the following implication holds

∃c ∈ R : c ≤ ln det
A(µ)

f(µ)
⇒ A(µ) = Θ(f(µ)),

according to Definition C.1.5 (Definition C.1.6, Definition C.1.7).

Proof. Let A(µ) ∈ Sn
+ and A(µ) = O(µ). Denote Ã(µ) = A(µ)

f(µ) . Obviously Ã(µ) ∈
Sn

+ and Ã(µ) = O(1). Assume that there exists c ∈ R such that

c ≤ ln det Ã(µ),

which is equivalent to
c1 ≤ det Ã(µ) (C.1)

for some positive real number c1. From Proposition C.2.1 (d) we have that λmax(Ã(µ)) =
O(1), that is

λmax(Ã(µ)) ≤ a (C.2)

for some a > 0. We will show, that there also exists b > 0 such that

b ≤ λmin(Ã(µ)).

If this is not true, then there exists a sequence {µk} → 0 such that

lim
k→∞

λmin(Ã(µk)) = 0. (C.3)

Because of (C.2), the eigenvalues of Ã(µk) are bounded above and hence (C.3) yields it
holds

lim
k→∞

det Ã(µk) = 0,

which contradicts to (C.1). Put d = max{a, 1/b} > 0. Then for any i ∈ {1, . . . , n} it
holds

1

d
≤ λi(Ã(µk)) ≤ d,

which is equivalent to

1

d
I � diag(λ1(Ã(µk)), . . . , λn(Ã(µk))) � dI

or
1

d
I � Ã(µk) � dI.

The proof for A(µ) ∈ Ln
+ or A(µ) ∈ Un

+ can be carried out analogously.

2



Appendix D

Assumptions

In this appendix we review the assumptions needed in this thesis.

Assumption (A1): The matrices A1, . . . ,Am are linearly independent.

Assumption (A2): P0 6= ∅,D0 6= ∅.

Assumption (A3): The system (2.3) is solvable.

Assumption (A4): For any j ∈ {1, . . . , 5} let △b,△C be such that there exists
W0 ∈ Wj and µ0 > 0 such that the system (3.1) is solvable for W = W0 and µ = µ0.

Assumption (A5): There exists a strictly complementary optimal solution of the
system (2.3).

Note. Recall that Assumption (A1) ensures the one-to-one correspondence between
the dual variables y and S. Assumption (A2) is necessary for the theory of interior point
methods in SDP. The both assumptions together are equivalent to the fact that the
primal and dual optimal solution sets are nonempty and bounded (See [69]). Therefore,
Assumption (A3) is weaker then Assumption (A2). However it is sufficient for studying
the infeasible weighted paths. Assumption (A4) ensures that the parameters △b,△C
in the system (3.1) are chosen properly, in order to well-define the infeasible weighted
central path (see also Definition 3.6.1). Finally, Assumption (A5) is necessary for the
asymptotic analysis of the weighted paths.
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[23] M. Halická, Analytical properties of the central path at boundary point in linear
programming, Mathematical Programming 84 (1999), no. 2, 335–355.

[24] , Two simple proofs for analyticity of the central path in linear programming,
Operations Research Letters 28 (2001), no. 1, 9–19.

[25] , Analyticity of the central path at the boundary point in semidefinite pro-
gramming, EJOR 143 (2002), 311–324.

[26] , Semidefinite programming - lecture notes, 2003.
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